-Semantics

SEMANTICS AND ALICE

Qne of the favourite quotations
of semantics is from Lewis
Carrolt's Through the Looking
Glass (1872, chapter 6), in
which Humpty Dumply turns
our conventional understanding
of meaning on its head, aad
thus makes us see more clearly
whatit hias to be about. if
everyone were to use wosds in
an idiosyncratic way, as Humply
suggasts, the resuit would be
communication anaschy. Only in
certain fields - such as literature
{512} - do we tolerale personal
deviations frem the semantic
norms of the language.

“There's glory for you!'

| dont know what you mean
by “glory,™ Alice said.

Humpty Dumpty smiled
contempsuousty. 'Of course you
don't - till [ tell you. 1 meant
“there's a nice knock-down
argument for youl™

‘But “glory” doesa’t mean "a
nice knock-down argument,”
Aice objected.

Whan /use aword," Humpty
Dumpty said, in father a
scarnful fone, ‘it means just
what1 choose it to mean -
neither more nor fess.”

‘The question is," said Alice,
‘whether you can make a word
mean so many different things.

Semantics is-the study of meaning in language. The term -

did not come to be widely msed until the 20th century,
but the subject it represents is very old, reaching back
to the writings of Plato and Aristotle, and att}acting the
special interest of philosophers, logicians, and {these days)
linguists (§65). The linguistic approach aims to study
the properties of meaning in a systematic and objective
way, with reference tor as-wide a range of utterances and
languages as possible. It is thus broader than the approach
taken by many logicians and philosophers, who have
tended to concentrate on a restricted range of sentences
{typically, statements, or ‘propositions’) within a single
language. But logical analysis nonetheless exercises a
major influence on contemporary linguistic serantics

(p. 111).

‘Nowe you taik like a
reasonable child, said
Humpty Dumpty, looking very
much pleased. T meaot by
“impeneteability” that we've had
enough of that subject, and it

B

A would be just as well if you'd
) meation what you mean to do
Lo next, as | suppose you don't

imean to stop here all the sest of
your life

‘The question is," said "That's a great deal to make

Humpty Dumply, ‘which is to
be master - that's all.’

Alice was too much puzzled
1o say anything: so after a
minute Humpty Dumpty began
again. They've a tempeg,
some of them - parficularty
veibs, they're the proudest -
adjectives you can do anything
with, but not vetbs - however,
| can manage the whole lot of
them! Impenetrability! That's
what | sayl’

‘Woutld you tell me, please,
said Alice, ‘what that means?’

one word mean,’ Alice saidin a
thoughtfus tone.

When | make a word do
& lot of work like thal,’ said
Humpty Oumgty, 'l ahways pay
flexisa.’

‘Ohl" said Alice. She was too
much puzzled to make any
olier remark.

‘Ah, you should see 'em
come reund me of a Saturday
night, Humpty Dumpty went
on, wagging his head gravely
from side lo side, for to get
their wages, you know,!

Any scientific approach to semantics has to be dlea
distinguished from a pejorative sense of the term thath
developed in popular use, when people talk aboue-th
way language can be manipulated in order to mislead tf
public. A newspaper headline might read ‘Unemploymen
reduced to semantics' — referring to a new way of countin
the unemployed which makes it appear that there ar
fewer of them. Or sameonc might say in an argamén
“That’s just semantics’, implying that the point is pure
a verbal quibble, bearing no relationship to anything i
the real world. This kind of nuance is absent when w
talk about semantics from the objective viewpoint:
linguistic research.

The meanings of meaning

In an imporeant eatly book on the subject, C, K. Ogd
8 1. A. Richards’s The Meaning of Meaning (1923), 16°
different meanings of the words ‘mean/meaning wese:
distinguished. Here are some of them: '

John means to write,  ‘intends’

A green lght means go.  “indicates’

Health means everything “has importance’

His look was full of meaning.  ‘special import’
What is the meaning of life? 'point, purpose’
What does ‘capitalist’ mean to you? ‘convey’
What does ‘corned’ mean?  ‘refer to in the world'

It is the last kind of use that comes closest to the focus
of linguistic semantics; but even this is a special kind
of enquiry. The question asks for a definition, which
is a somewhat unusual form of reply, found moe in
dictionaries than in everyday speech, that involves the
‘translation’ of the difficule word inte ‘easier’ words. The
study of the properties of definitions is an important part
of semantics, but it is only a part. OF greater importanceis
the study of the way in which words and sentences convey
meaning in everyday situacions of speech and writing.

Three conceptions of meaning
Words — things

A popular view is that words 'same’ or ‘refer to’ things -
a view that can be found in the pages of Plato’s Crashu,
Proper names like London, Bill Brown, and Daddy::
illustrate this conception, as do several other words
and phrases — the labels attached to objecis for saleina :
shop, or those found en a paint colour chart. Bux there
are farge numbers of words where it is not possible to,
see what ‘thing' the word refers to: verbs such as ark o
[find; adjectives such as difffenit or popular; nouns such
as consistency ot tradition. In fact, the majoricy of words -
seem unable to be related to things, in any clear way.




- Words ~ concepts — things

This view denies a direct link berween words and
things, arguing that the relationship can be made only
through the use of our minds, For every word, there is an
associated concepe, One of the best-known formulations
of this position is the ‘Semiotic triangle’ of Ogden and
Richards (1923, p. 99%:

Thought

Referent

The main criticism of this approach is the insuperable
difficulty of identifying ‘concepts’, The ‘concept’ underlying
aword such as tradition is no easter 1o define than the ‘thing’
teferted to by tradftion. Some wards do have meanings that
are relatively easy to conceptualize, but we certainly do not
have neat visual images corresponding to every word we
say. Nor is there any guarantee that a concept which might
come to mind when I use the word sble is going to be the
same as'the one you, the reader, might bring to mind.

NATURAL OR CONVENTIONAL?

The Greek philosophers were the first to debate the nature of
mearing, from which two main views emerged. The naturalist
view, deriving largely from Plato {427-347 BC), maintained that
there vias an intsinsic connection between sound and sense,
The conventionalist view, kargely Aristotelian, held that this
connection was purely arbitrary (§65), :

in their extreme forms, both views are untenable. ff the
naturalist view were valid, we would be able to tell the meaning
of words just by hearing them, Only onomatopoeic words
{830), such as bow wow and splash, came dose to this, end
even they change greatly from language to language. But
naturalistic thinking is still widely encountered, espedally in the
concern marny people have over the use of centain words o~ »
do with death or sex, for example, p. 63), or in the readiness
with which they make judgments about the appropriateness of
viords. ‘Look at them, sir," says Aldous Huxley's character Old
Rowdey, painting to swine wallowing in the mud, ‘Rightly is they
called "pigs™ (Crome Yellow, 1921),

The conventionalist position is nearer the tauth, as it
emphasizes the arbitrary relationship between words and
things - a principle accepted by modern semanticists. There
is nothing in the fazm of the word pig tha! bears any direct
relationship to the ‘thing’. But it is equally unteaable to think
of language, as the conventionatists ¢id, solely as the result
of an agreement between people to use a ward in a certain
viay. Such a procedure would presuppose the prior existence
of language, to formulate the agreement in the first place.
Diodonus of Megara (4th century Q) nonetheless su ppotted
the cenventionalist position to the extent of calling fis slaves by
the names of Greek particles!

Stimulf — words — responses

Leonard Bloomficld (1887-1949) expounded a behay-
lourist view of meaning in his book Langnage (1933);
meaning is something that can be deduced solely from
a study of the situation in which speech is used — the
stimulus (§) that led someone to speak (1), and the
tesponse (R) that resulted from this speech (s}, He draws
this as follows:

In Bloomfield's example, Jill is hungry, sees an apple {S},
and asks Jack to get it for her (o); this linguistic stimulus
(s) leads to Jack getting the apple (R). Bloomfield argues
that you can tell what the meaning of r ... s must be just
by observing the events that accompanied it. However, in
very many situations it is difficult to demonstrate what
the relevant features of the stimulusfresponse are — a real
problem when events are not clearly visible in physical
terms (as in the expression of feelings). And it proves even
more difficult to handle cases where people do not act
in the ‘predicted’ way (if Jack did not fetch the apple,
perhaps because of a quarrel with Jill at Monte Carlo two
years before}, ’

A DESIGN BY ISIDORE OF SEVILLE
{c.AD 555-636)

The design attempts to
show a link between

a word's shape and

its meaning. sidore
believed that the basic
meaning of aword could
be found if #t could be
traced back o its primitive
shape. The discussion is
found in the ninth book
of his Originum sive
elymologiarum libri XX,
which is largely about
questions of semantic
history and the erigins

of language.
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MODERN SEMANTICS

In the past, semantic debate has been largely concerned
with discovering what ‘meaning’ is, as a concept in its
own right. The enquiries have undoubtedly increased
our understanding of the nature of the problem, but an
accepred definition of ‘meaning’ is as far away today as it
was in Plate’s time, Why should this be so?

It is now ‘widely held that 'meaning’ is not some
kind of ‘entity’ separate from language — any more than
measures such as ‘height’ or ‘length’ have some kind of
independent existence. To say that objects ‘have height’
means only that they ate so many units higls it does
not mean that there is an absteact property of ‘height’
that exists independently of objects. In the same way, to
say that words ‘have meaning’ means only that they are
used in a certain way in a sentence. We can examine the
meaning of individual words and sentences — bur there is
no ‘meaning’ beyond that. -

In modern linguistics, then, meaning is swdied by
making detailed analyses of the way words and sentences
are used in specific contexts. It is an approach shared by
several philosophers and psychologists (p. 438). Ludwig
Wittgenstein (18891951}, in particulay, stressed its
importance in his dictum: ‘the meaning of a word Is its
use in the fanguage’,

Sense vs reference

Semantics is not directly concerned with the study of
the external world, or its conceptualization. The world
of non-finguistic experience is the province of physicists,
geographers, psychologists, and others, When Internet
enthusiasts talk about the ‘Semantic Web’, this is a much
broader notion of semantics, including encyclopedic
knowledge as well as linguistic data, Nor, as we have seen
{p. 105), is semantics easily able to cope with the study
of how language reférs to this external world — the notion
of ‘reference’. Rather, the primary focus of the modern

subject is on the way people relate words to each ather

tather than their reference.-

The distinction berween sense and reference is a
critical one, because it allows us to study the many cases
where we happily use words, even though they do not
naturally corcespond to the way things are in the world,
This may be difficult to see if we restrict our study to
a single language, but when we look at how different
languages ‘parcel out’ the wotld, the distinction is forced
upon us, For example, in the ‘real’ world, mothers and
fathers have brothers and sisters. In English, there are no
single words expressing the notions ‘mothet’s brother’,
‘father’s brother’, ‘mother’s sister’, or Tathers sistec’, and
we have to use a circumlacution to make the distinction.
In the Australian language Pitjanjatjara, however, we have
a different situation: ngunytin = ‘mother’s sister’, bamrn =
‘mother’s brother', kuratili = father’s sister’, and mama =

within the framework of their language — on their ‘sense’,

‘father’s brother’. There is also a complication {to English
ways of thinking): smama also means ‘father’, and ngunytin
also means ‘mother’. What is plain, though, is that the
same biological relationships are given quite different
linguistic treatment between the two languages. Family
photographs would look the same, bur the words would
have different senses (see below),

But even within a single language, we need to
distinguish sense from reference, to exphin the way
language makes divisions where there are none in realicy.
The neat scientific classifications of fauna and flora, where
each name has its place in a system of terms, are not typical
of languages. In everday life, we use such words as hiffand
motitain, cup and glass, or streans and river, whete the
real-world notions are quite indeterminate, When does a
stream. become a river, or a hill a mountaing And would
all agree about which of the pictures (right) count as a
chaint

There is also the problem of how we explain what
a word's meaning is. Let us imagine someone who had
encountered the word chair and did not know what it
meant. One procedure would be to explain its reference:
we could take the person to a chair and point to it. Buc
this would be of limited help, for how would the person
know from that experience which arber objects in the
world should also be called chaits? The wrong deduction
might also be made, that what we were pointing at was the
quality ‘woaden!, or the concept of furniture’ — the lind
of error childsenn make when they learn vocabulary (§42).
A better procedure would be to explain the sense of the
word, using a rough definition such as ‘seat with four legs
and a back’, Such a definition would enable the person
to look out for other objects with similar propertics, and
thus use the word appropriately. The definition could then
be sharpened, as related words were met (e.g. armchair,
stool). But this whole process of vocabulary learning
continues without any direct reference to the objects in
the real world: there is total reliance on the use of words
to explain the sense of other words — a process that reaches
its logical conclusion in a dictionary {§18).

LN

= ! .z ] )
2 brother sister mother father brother sister
& {unde) {aunt) {unde) (aunt)
~
B
2
&

Biclogical Biological Female Male Biological  Biclogical”

brother of sister of parent parent brather of  sister of
p  lemalepareat  female parent male parent  male parert-
S
g L ] L. | L i L
8 kamuru nguayiju mama kurntil
£




Semantic space
Psychologists also share the concern to establish the
semantic properties of individual words, and several

approaches have been proposed to plot differences and -

quantify the psychological ‘distance’ between words.

A pioneering work in this field was C. E. Osgood,
G. Suci, & P Tannenbaum, The Measurement of Meaning
(1957), which was a study of ‘affective’ meaning - the
emotional reactions attached to a word. Each word was
subjected 10 a test that they called a ‘semantic differential
~ the name reflecting the view that it was possible to
amalyse meaning into a tange of different dimensions,
Osgood likened his procedure to a game of Twenty
Questions, in which each question (e.g. 'Is it good or
bad? fast or slow? small or farge?’) would aim to focate a
concept in semantic space. The questions were presented
as seven-point scales, with the opposed adjectives at each
end, such as

and subjects were asked to rate words in terms of where
they would fall pn these scales. If they felt that car was
‘gocd’, for example, they would place a mark towards the
‘good’ end of the first scale; if ‘bad’, towards the other
end. The seven positions allowed for variations in degree
of feeling, Ten of the scales are illustrated below, giving
the average responses from the two groups of 20 subjeets
to the word pofite (after Osgood, 1952);

"Polite!

Angular b1 1 1 1 Rounded
Weak Lt 1.3 1§ Streng
Rough L a1 Smooth
Adive a1 L1 Passive‘
Small Lt & dypiog v 1 lage
Cold et igel 1 1t Hot
Good Bad
Tense Relaxed
Wet Dry
Fresh Lt PN DO N T Stale

The method was also used to make comparisons between
cultural groups. For example, noise is 2 highly affective
.. concept for the Japanese, who tended to react to it using
the exteemes of the polar scales; it is not so for Americans
- or Kannada-speaking Indians. The word wile varies

in its connotations between Hopi (H), Zufii (Z), and
Navajo (N) Indians, the first cwo groups being fairly close
together (after Maclay 8 Ware, 1961).

"Mate!
HZ I
1
Good Bad
HZ N
o
Strong Weak
HZ N
158 4
Fast Slow

The semantic differential procedure isalimited one. It
does not provide information about the basic meaning of
a word but only about the emotions the word generates.
It tells us, for example, that mother might be ‘very good’,
‘slightly strong’, etc., but it does not tell us that the word
means ‘adule -female parent’. To display this kind of
informarion, other ways of working with semantic space
are required, We can illustrate this using the resufts of 2
technique in which people judge the similarities between
words. In the diagram below, mammal names are located
in a space where the horizontal dimension represents size
and the vertical dimension represents ferocity (after Rips
etal., 1973). Larger animals are on the left; more ferocious
animals are towards the bottom. The more similar any
two animals are thought to be, the closer they are placed
in the space, (There is no necessary correspondence
with zoological reality, as can be seen from the closeness
between cais and mice.}

goat = pig
sheepe
°
oW
forse

animal dog

L ]
marmmal * rabbit

o deer

bear e MROuge

at

"l
lion

This is a very simple analysis, which it would be more
difficult to make for words whete the relevant dimensions
of meaning are less clear-cut {items of furniture, for
example). But the general approach is illuminating, with
considerable research potential.
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Peter Mark Roget (1779-1869}
English physician and scholar

Semantic change
The linguistic approach fo se-
mianiic fields was first prapound-
ed by German scholars in the
1930s. In one of the earliest stud-
ies (Trier, 1934), the approach
showed how the structure of a
semantic field ean change over
time. Middle High German terms
for ‘knowledge’ changed greally
betwaen 1200 énd 1300. In
1200, a German had no separale
lexema for the quality of dlever-
ness, The language contained
kunst {courtly skills’y and fist
{‘non-courtly skills?, and there
vi2s also wisheit for any form of
know'edge, whether courtly or
not, mundane or divine.

A hundred years fter,
everything was different.
Wishert had developed the
restricied meaning of ‘religious
experience’; kunst was beginning
to take on the mearing of ‘art/
skill', and wizzen (modem
Wissen) had mare the meaning
of ‘knowledge’, List had left the
field entirely, as it had begun te
develop pejorative connotations
(cf. its sense of ‘cunning or
trick’ in Modern German). The
wihole of this chaage can be
summarized in the form of two
diagrams:

kunst wisheit
)
S~
QL
) Eﬁ =+ lunst
&

fist list

For a simifar use of diagrams
in the camparison of modern
languages, see p. 110,

Semantic structure .

One of the most productive approaches to the semantic
analysis of vocabulary has come from the application of
structuralist ideas (§65). From this viewpoint, language
is a nenwork of systematic relationships between units. In
phonology, for example, the relationships exist between
sounds — or phonemes (§28). What are the equivalent
semantic units, and how are they related?

Lexemes

So far in this section, we have used the term ‘word’
to discuss semantic units, and this is the traditional
use. People readily talk about the ‘meaning of words’,
However, if we wish to enquire precisely into semantic
matters, this term will not do, and an alternative must be
found. There are three main reasons,

1. The tetm word is used in ways thar obscure the
study of meaning. The forms walk, walks, walking,
and walked could all be called ‘different words’; yet
from a semantic point of view, they are all variants
of the same underlying unit, ‘walk’. If the variants
are referred to as ‘words’, though, what should the
underlying unit be called? It would notbe particularly
clear to say that ‘these four words are different forms
of the same word’,

2. The term word is useless for the study of idioms,
which are also units of meaning. A much-used
example is kick the bucker (= ‘die’). Here we have a
single unit of meaning, which happens to consist of
three words. Again, it would hardly be clear 1o talk of
this unit as a ‘word’, if we then go on to say that this
word consists of three words.

3. 'The term word has in any case been appropriated
for use elsewhere in linguistic study — in the feld.of
grammar, where it does stetling service at the junction
between syntax and morphology (p. 94),

For such reasons, most linguists prefer to talk about
the basic units of semanticanalysis with fresh terminology,
and both fexemre and lexical itent are in common use. We
may now avoid the lack of clarity referred 1o above, and
say that the lexeme’ WALK occurs in several vatiant forms
— the ‘words’ walk, walks, erc. Similacly, we can say that
the "lexeme¢’ KICK THE BUCKET contains three ‘words’; and
so on. It is lexemes that are usually listed as headwords in
a dictionary. Accordingly, we shall put this term to use in
the remaining parts of this section,

Semantic fields

One way of imposing some order on vocabulary is to
organize it into ‘fields’ of meaning. Within cach field,
the lexemes interrelate, and define each other in specific
ways. For example, the various lexemes for ‘parts of the
body’ (head, neck, shonlders, etc.) form a semantic field,

?

as do the different lexemes for “vehicles’, ‘fuid, tools’, or

“colour’, It has been argued that the whole of a languages
vocabulary is structured into fields; bur there is in fat
a great deal of variation as we move from one part of
the language to another. There would be litde difficulty
gathering together all the English lexemes for bo
parts’, for example; but it would be very difficult to do
the same job for ‘noise’ or ‘ornaments’.

There have been many philosophical and finguls
attemnpts to classify the concepts ar words in a languag
— notably, those assaciated with the 17th-century queg
for a universal language {$58). In recent times, the mos
influential and popular work has been the Thesurs
of Peter Mark Roget {1779--1869), first published in
1852. Roget divided the vocabulary into six main areas
abstract relations, space, matter, intellect, volition, and
afféctions, Bach area was given a detailed and exhaustive
subclassification, producing 1,000 semantic categories in
all. One path through the thesaurus is illustrated below:

affections

general terms  personal  sympathelic  moral  religious

obligation  sentiments  conditions  practice  instituions®

temperance  infemperence  sensualism  ascetism e

Groups of wortds are then listed under each of these’
headings and classified into the main pares of speech.
For example, in the 1962 edition of the work (p. 625}, %
we find the following items listed as a section withia :
temperance (numbers refer to other thesaurus sections;
keywords are in italics):

abstainer, total a., tectotaller 948n. sober peroon;

prohibitionist, pussyfoot;  vegetarian, fruitacian,

Pythagorcan; Encratite; dieter, banter, faster; enemy of 2
excess, Spartan 945n. ascetfr., '

Thesauni of this kind have now been produced for
several languages, and prove to be a useful adjunc 1 ;
many practical linguistic activities, such as professional
writing, translating, and setting ot solving crosswards, */
For the semanticist, however, their value s limited, a
they contain no information abouc the sense relationships -
between individual lexemes, and items that come -
from different regional, social, or professional varieties :
(§§8-11} are juxtaposed without comment. To study
the structure of a semantic feld, more precise means of -
ploteing the sense relations between lexemes need to be -
used.




Sense relationships
How are the lexemes of a language organized? To think of
them asa list, such as we might find in a dictionary, is highly
misleading, There is no semantic reality in alphabetical
order; on the contrary, alphabetical arder destroys semantic
structure, keeping apart lexemes that should belong
together (such as annt and wncle, or big and flinle), Rather,
we need to develop an alternative conception, based on our
intuitions that groups of lexemes are related in sense,
Accounts of semantic structure recognize several kinds
of sense relations between lexemes, Some result from the
way lexemes occur in sequences (syntagmatic relations);
others from the way in which lexemes can substitute for
each other {paradigmatic refations) (§65). For example, in
the sentence f was @ very anspicions —, English speakers
‘know' that the omitted word will be one of a very small
set (¢.g. occasfon, event) — unless, of course, a literary or
humorous point is being made (fr was a very auspicions
kiff). This would be a syntagmatic semantic relationship.
By contrast, the relationship berween the following two
sentences is a paradigmatic one: & that 2 wew rmadio? No,
ity an ofd radio, The substitution of o/d for mew results in a
change of meaning that we recognize as an ‘opposite’,
Several types of paradigmatic relationship have been
recognized, some of which form a familiar part of language
syllabuses in school, These include:

*  Synonymy This is the relationship of ‘sameness’ of
meaning, c.g. kinghylroyallregal,  pavementlsidewalt,
)Qfﬁf/]][){m{ﬂgsf&r The search for synonyms is a long-
standing pedagoglcal exercise, ‘but it is as well to
remerhber that lexemes racely (if ever) have exactly the
same meaning. There are usually stylistic, r reg[cmal
emational, or other differences to consider. And
context must be raken into account. Two lexemes
might be wnymowwe_bgg_dlﬂ_qg*m
another: range and selection are syponyms in Whaea
nice~{gffurnishings, but notin Theret the mountain~.,

*  Hyponymy This less familiar relationship refers to the
notion of ‘inclusion’, whereby we can say that 'an X is
akind of Y°, For example, rose is a hyponym of flower,
car of vebicle. Several lexemes will be ‘co-hyponyms’ of
the same superordinate term: rase, pansy, tulip ... Once
again, it must be stressed that this is a linguistic, and
not & real-world classification, Langages differ in their
superordinate terms, and in the hyponyms they accept
under one such teem. Por instance, in classical Greek
the lexemes for ‘carpenter’, ‘doctor’, ‘flautist’, and other
occupations are all hyponyms of demionrgos; but there
is no equivalent superordinate term in English. We
simply do not have a single ‘occupational’ term that
would allow us to say ‘A carpenter/doctor/fautist, etc, is
akind of . Likewise, potara is a hyponym of vegetable
in English, but Karseffélis not included among Gemiise
in German (after Lyons, 1963),

THE ‘ANIMAE KINGDOM

Animalis a strange lexeme in English, because it can be used at

three levels in a hierarchy of indusion:

1. in a dlassification of fiving things, it contrasts with vegetable, to
include birds, fishes, and insedts;

2. it contrasts with bird, fish, and insect to indude humans and
beasts;

3.1 contrasts with human.

LIVING
vegetable ~ animal
bird fish insect anima}

human animal

Antonymy This is the relationship of ‘oppositeness of
meaning’. Antonyms are often thought of in the same
breath as synonyms, but they are in face very different.
There may be no true synonyms, but there are several
kinds of antonyms. Some of the most imporcant types
are:

—  gradable antonyms, such as bighmall, goodibad,
which permic the expression of degrees (very big, quite
small, etc);

—  non-gradable antonyms (also called complementary
terms), which do not permit degrees of contrast, such
as single/married, malelfemale; it is not possible to talk
of very male, quite married, etc., except in jest; and

— [(oRVerse  terms: t\VO—\Vay contrasts t-hat are
interdependent, such as buyfell or parentichild; one
member presupposes the other,

Incompatibility Under this heading are grouped sets
of lexemes that are mutually exclusive members of the
same superordinate category, Por example, red, green,
ete. are incompatible lexemes within the category
¢olour: it would not be possible to say ‘I am thinking
of a single colour, and it is green and red.” On the
other hand, red is not incompatible with slich lexemes
as round or dirty {something can be at once ‘red and
round’). Terms for fruit, flowers, weekdays, and
musical instruments illustrate other incompatible sets.
Once again, we must be prepared for some unexpected
usages —as in English, where black, white, and grey are
not always included within the category of colour (as
with black-and-white ilms and TV sets), and where red
can be excluded from this category (as with snooker,
where one may praceed to play the ‘coloured’ balls enly
after all the red balls have been potted).
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The company lexemes keep
“You shall know a word by

the company it keeps’, said

the Bitish tinguist ), R Firth
(1890-1960) in 1957, refering
to the synlagmatic tendency

of lexemes 1o work together
{'collocate’) in predictable ways.
Blond collocates with hair, flock
with sheep, neigh with horse.
Seme cotlocations are totally
predictable, such as spick with
span, or addled with brains

or eggs. Others are much less
so: feiter collocates with a wide
range of fexemes, such as
alphabet end spelling, and (in
another sense) box, post and
write. Yet other lexemes are so
widely used that they have no
predictable collocates at ali, such
a5 have and gel,

Collacation should not be
confused with ‘assodation of
ideas’. The way Texemes wark
{ogether may have nething
1o do with ‘ideas’. We sayin
English green with jealousy (not
blue, red, etc), though there is
nothing [ferally ‘green’ about
Jealousy’. Coffee can be white,
though the colour is brewn.

Collocations differ greatly
between languages, and provide
amajor difficulty in mastering
foreign languages. [n English, we
“face’ problems and “interpret’
dreams; but in modein Hebrew,
we have to stand in feont of’
problems and ‘solve’ dreams,

‘In Japanese the verb for ‘drink’
coltocates with water and soup,
bust also with tablets and words.

The mose fixed a collocation
is, the more we think of it as an
‘idiom’ - a pattern to be learned
as a whole, and net be the ‘sum
of its parts’, Thus we find French
broyer du noir (it. *grind’ +
'black?), meaning to 'have the
blues’ or ‘be browned off - a
nice instance of the arbitrary use
of colour fems.

Collocatiens are quite
different from the idiosyncratic
links between ideas that can
be verbally expressed. On a
psychiatrist’s couch, we may ‘free
assaciate’, responding to farm
with Easter, of jam with mother,
This is not callocation, whichisa
link between lexemes made by
all who speak & language.
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Kinship contrasts

Another semantic field which

has been much studied is that

of kinship. Here foo there aze
intecesting differences between
languages:

+ Hungarian had no terms

for ‘Brother or sister” until the
19th century, though it did have
separate terms for ‘elder’ and
"younger’ brethers and sisters.

+ Malay has a generic term for
both ‘sibting’ and ‘cousin’,

+ There is no single term for
‘grandfather’ of ‘grandmothed in
Swedish: farfor = father's father’,
moifar = 'mather's father’, far-
mor = 'father's mother’, mormor
="mother's mother’,

* In Niagmal (Australia), some
teems express generalion
distance, &g a man can use
maili both for “father’s father’
and 'daughter’s son's wife's
sister’ - both are fwo generations
away.

+ Latin distinguished 'father’s
brother” (patruus), father's sister’
(matertera), ‘mother’s brather’
({avunculus), and ‘mother's sister’
{amita), but modern Romance
languages have reduced these

to two (e.g. French ondle and
fante),

Deixis

Every language has a set of
lexemes which can be inter-
preted only with reference to
the speaker's position in space
of fime. These are known as
deidtic forms {from the Greek
word for ‘pointing), and the
conditions governing their use
have attracted especial alteation
i recent semantics, They fallinto
three main types,

< Personal deids The use of
pronouns, such asf and you,
which identity who is taking pant
in the discourse.

* Spatiol deids Forms that
distinguish the position of the
speaker in relation Yo other
people or objeds, such as thiy’
that, here/there (p. 103), come/
go. Come, for example, implfes
direction towards the speaker -
Come here! (but not *Go heref),
» Temporgl deids Forms that
distinguish ime with reference
to the speaker, such as noyw,
yesterday, then, and the various
kinds of tense marker.

Colour fexemes

The range of colours is a continuous band, lacking any
clear physical boundaties. The semantic field of colour
has therefore attracted particular attention because it
demonstrates very clearly the different patterns of lexical
use in a language. English has 11 basic colour lexemes:
white, black, red, green, yellow, blue, brown, purple, pink,
orange, and grey, In contrast:

»  There wete no generic lexemes for ‘brown’” or grey’ in
Latin; modern Romance forms {such as French brun,
gris) have been borrowed from Germanic, Navajo has
a single lexeme for both.

* Navajo also makes no lexical distinedon between
‘blue’ and ‘green’. On the other hand, it has two
terms for 'black’, distinguishing the black of darkness
from the black of such objects as coal.

* Russian makes a distinction between two kinds
of ‘blue’, sinif vs gofubsj, where English has to use
circumlocutions; ‘dark blue’ vs ‘sky blue’. Hungarian
has twe terms for ‘red’,

+ Japanese 4o can mean ‘geeer’, ‘blue’, or ‘pale,
depending on context (e.g. vegetables, sea, clouds).

+ In Hanunde, there are just four basic colour terms,
‘black’, “white’, ‘ted’, and ‘green’.

s Some New Guinea Highland fanguages have terms
only for ‘black’ and ‘white’ ~ perhaps better translated
as ‘dark’ vs ‘light’,

* In some languages the situation is more difficult
to express in words, and a field diagram is clearer.
Literary Welsh, for example, divides the green-brown
part of the spectrum quite differently from English:

gwyrdd
green
blue glas
grey
brown Tviyd

Modern Welsh is similar to English, but even so, glas is
used for the colour of growing things {though it otherwise
is equivalent to biwe).

Colour universals?
'The differences between the colour terms of various
languages are striking, and might lead us to conclude
that each language has wotked out a unique system in
a totally arbitrary way. A 1969 study by B, Berlin & B
Kay, however, argued the opposite. After studying the
colour systems of 98 languages, they concluded that
there is a universal inventory of only 11 basic colour
cacegories, and all languages use either these 11 or fewer.

‘Basic’ was interpreted to mean that the terms used onl
a single morpheme (excluding fight brewn, etc), we
in common use (excluding indiga), applied 0 man
abjects (excluding blond), and were not contained withi
another colour {excluding scarfes). They also claimed th
these basic terms were ordered, as follows:

white
black

gleed
yellow

<[red) <

< Iblue) < {brawn] <

If a language has a term to the right of the sign <, itw
also have afl the terms to the left.

These claims are not without controversy, Obtaining:
reliable data from native speakers about such mattens-
is a problem, especially as their judgments might have:
been coloured by their exposure to other languages;
Some languages, also, seem to have 12 basic terms
(e.g. Russian), But the research has demonstrated some .
impressive similarities across a wide range of languages

Poiysemy or homonymy?
Polysemy refers to cases where a lexeme has more
than one meaning: for example, ¢bip can mean 2’
piece of wood, food, or electronic circuit, People see:
no problem in saying that ‘the word chip has several.
different meanings in English’, :

¢ Homonymiyrefers ta cases where two (or more) differest
lexemes have the same shape: for example, bankisboth
a building and an area of ground. Again, peoplesee no;
problem in saying that ‘these are two different words
in English’,
This second reaction would also be given to those cases-

whete lexemes were only *half’ identical in shape: .

—  homophones, which have the same pronundiation, bul
different spelling (e.g. threw vs throngh);
—  homagraphs, which have the same spelling, but different
pronunciation {e.g, witd —~ air movement vs bend).

The distinction seems clear enough, and dictionaries
treat cases of multiple meaning either as polysemy or o
homonymy. But in fact it is not always easy to decide
which we are dealing with, and dictionaries sometimes
differ in their decisions, Are fable {furniture) and bl
{arrangement of data) two different words, ar the same
word with two meanings? Dictionaries usually go for the
lagter solution, on grounds of a shared etymology. On the
other hand, pupi! (in school) and pupil (of the eye) are
usually listed as different words - though in fact they have
the same historical origin. French voler ‘fly’ and voler‘stedl
are similar: they are now thoughe of as different words,
but bath desive from Latin velere, There is often a conflict
berween historical criteriz and present-day intuition in
sorting out cases of polysemy and homonymy,




Semantlc components

g"r further way to study lexical meaning is by analysing
lexemes into a series of semantic features, or components.
Man, for example, could be analysed as ApuLT, HUMAN,
and MALE. The approach was originally devised by
anthropologrsrs as a means of comparing vocabulary from
drlferent cultures, and it has been developed by semanticists
a.ra general framework for the analysis of meaning,

i Whole systems of relationships can be established,

L
using a smalt set of components. For example, the
Components ADULT/NON-ADULT and MALE/FEMALE can be

‘wsed for the following:

!man (xDULT, MALE), woman {ADULT, FEMALE)

boy (HoN-ADULT, MALE), girl (NGN-ADULT, FEMALE)

Many animals display a similar pattern (though lacking a
male/fernale non-adult distinction):

MUE FEMALE NON-ADULT
bul oW call
2 ewe Jamb

boat  sow piglet
. In componential analysis, contrasts are wsually
presented in terms of + or —, and often drawn in a macrix.
Thus, we could use +MATE and —MALE (or, of course +FEMALE
and ~FEMALE) to summarize the above possibilities:
o bl ram bear cow ewe sow cif lamb piglet
WE + o+ o+ -~ = 4 e g
o S T A
- ‘The analyses become more interesting, a5 the fexemes
bccomc more complex. Here, for instance, is 2 possible
marrix for some human motion verbs:

natwral  huried  forward  one foot always on ground

walk + - + +
g]rarch - + + +
n_rn - + + -
’mp - - + +

+ Itiseasy, using a system of this kind, to see what [exical
gaps there are in a language. For example, this matrix
suggests there is no single English lexeme expressing the
nation of *human using legs to move backwards’, On the
ather hand, it is not always so easy to decide which are the
relevant components of a lexeme and whether they can be
applled in a binaty (+/-} way. Would swim be +1uRRIED
07 ~HURRED in this matrix? Or, in other fields, would soup
‘be +8AT or ~BAT, and porridge +LIQUID or ~LIQUID?

Sen tence meaning

The study of meaning takes us by degrees through the
‘whole of a language, and it proves difficult to draw a neat
ling-around the semantic component of any linguistic
framework (§13). Much of the focus of traditional
sc_rnantrcs has been on vocabulary, but contemporary
‘semantics is increasingly concerned with the analysis
of sentence meaning — or, at least, of those aspects of
‘ientence meaning that canmot be predicted from the
Y’ of the individual lexemes,

*  Prosodic meaning The way a sentence is said, using
the prosody of the language (§29), can radically alter
the meaning. Any marked change in emphasis, for
example, can lead to a sentence being interpreted in a
fresh light. Bach of these sentences carries a different
implication, as the stress (shown by capitals) moves:

Jolns bought a red CAR (not a red bicyde).
Johirs bought & RED ear (not a green one},
JOHN’ bought a ved car (nor Michael).

The prosody informs us of what information in the
sentence can be taken for granted (is ‘given’) and what is
of special significance {is ‘new’),

*  Grammaticel meaning The categories that are
established by grammatical analysis can also be
analysed from a semantic point of view. A sentence
such as John read a book yesterday consists of Subject
+ Vesb + Object + Adverbial (p. 99); but it can also
be analysed as an ‘actor’ performing an ‘action’ on a
‘goal’ at a certain ‘time’, There is a great deal to be
said about the ‘semantic roles’ played by syntactic
elements — an‘area of study that falls uneasily berween
semantics and grammar.

*  Pragmatic meaning The funciion performed by the
sentence in a discourse needs to be considered. The
meaning of the sentence Therel some chalk on the floor
seems plain enough; but in some situations it would
be interpreted as a statement of fact (‘Have you seen
any chalk?”) and in othess as a veiled command (as
when a teacher might point out the chalk to a child
in class), The pragmatic study of sentence function
is reviewed in §21, but it overlaps greadly with the
fild of semantics — especially the semantics of
misunderstanding’,

*  Secial meaning The choice of a sentence may directly
affect the social relationships between the participants.
We may convey such impressions as politeness,
rudeness, competence, or distance, and this will affect
our status and role within a community, “Whar do
you mean by talking to me like thae? is 2 question that
raises larger issues than the meaning of the individual
lexemes and sentences that have been used,

*  Propositional meaning Perhaps the most important
trend in modern semantics is the investigation
of sentence meaning using ideas derived from
philosophy and logic. In this kind of approach,
e careful distinction is drawn between sentences
{grammatical units, p. 98) and propositions. A
proposition is the unit of meaning that identifics
the subject matter of a statement; it describes some
state of affairs, and takes the form of a declarative
sentence, e.g. Mary loves Michael, In such theories as
‘wruth-conditional semantics’, sentences are analysed
in terms of the underlying propositions they express,
and these propositions are then tested to see whether
they are true or false in relation to the real world,
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Grammar or semantics

The uncertain boundary
between semantics ard
grammar is a ¢lassic problem

in fnguistic theary, [t can be
ilustrated for English by the
many sentences that are used
in a habitual manner, and are
thus semi-idiemalic in type,
fatling midway between the
straightforward idioms such as
faining cats and dogs and clear
cases of sentences which follow
the normal rules of grammar,
such as The man kicked the
boll.

In one study, aJarge
number of habifually used
expressions wefe colleced,
based on the lexeme think.
They induded:

Come to think of it....

What do you think?

I thought better of it

Think nothing of it

Think it over.

It doesn’t bear thinking ahout.
1 thought you knew:

{ think so.

What I think is...

T was fust thinking aloud,
Who'd have thought it?

Who do you think you are?
{After Pavdey & Syder, 1983, pp.
203-14)

[tis argued that people have
memarized expressions of this
kind, as part of the process of
building up fluert connected
speech {the phenomenon
is less obvious in the written
language). On the other hand,
thase ‘lexicetized sentence
stems’, as they were called,
afe plainly net as fixed' in
their structure as conventional
idioms, and their meaning can
be predicted quite accurately
frem their constituent lexemes
{unlike, say, raining cals and
dogs). The result is an area of
usage that lies midway between
the domain of grammar, which
focuses on productive sentence
types, and that of the lexicon,
wihich focuses on the properiies
of particular lexical items,




