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PART ONE , /  FOUNDATIONS

INTRODUCTION

Social research is all arouncl us. Educators, go\,-
ernment officials, business managers, hutntrrt
service providers, and health care professionals
regularly use social research methods ancl f ind-
ings. People use social research to raise children,
reduce crime, irnprclve public health, sell prod-
ucts, clr just understand one's l i l-e. Reports of re-
search appear on brclaclcast ne$,s programs, it.t
popuiar magazines, in nen,spapers, and on the
lnternet.

Research findings can aftbct people's daily
l ives and public policies. For example, I recentll '
heard a debate regrrrclirrg a U.S. lederai govern-
ment program to off-er teenagers sexual absti-
nence counsel ing.  A high- level  government
official argued for sucl-r counseling ancl stror"rgl,v
opposed offering teens birth control inforira-
t ion.  An indepenclent heal th administrator
noted that there is no scientif lc evidence shou,-
ing that abstinence-only counseling rvorks. I ie
said that 80 percent oftcens arc already sexually
active bythe age of 18, therefore it is essential to
provide birth control information. Hc prointed
to many research stucl ies shorving thi r t  b i r th
control instruction for tecns lecluce's prcsnJncv
rates and the spread of scrr.rallr tr ' .rr.rsnrittcti t1i:-
eases. The governmcnt aLrst incr. tcc or. i l r '  . r r l ro-
cate reiied on rnoral persurrsion Lrcc.rr.rsc hc ir.r11
no research eviclencc. lcieoloqr, i ir ith, .urci poli-
t ics shape man\ '  governnrent progranrs rather
than solid research cvidcnce, br,rt good social rc-
search can help all of us make inlbrnred deci-
sions. The evidence also expltrins wh,y m.ury
programs fail to accornplish mr.rch or m;ry do
more harm than gooc1.

This book is about social research. In simple
tenxs, research is a way of going about finding
answers to questions. Prof-essors, prof-essional
researchers, practit ioners, and students in many
fields cor-rdr.rct research to scek ansr\rers to ques-
tions about the social world. You probably al-
ready have some notion clf whirt social reseal'ch
entails. First, Iet me end sorne possible miscor.t-

ceptior.rs. When i asked students in my classes
ufiat they think social reseirrch entails, they gave
the lbllolr,ir-rg ans\\rers:

r It is based on fircts alone; there is no theory
or prersonal juclgrlrent.

r Onlr.experts u,ith a Ph.D. degree or college
professors read it or do it.

r It means going to the l ibrary and finding a
lot of magazine articles or books on a topic.

r It is r,r,hen someone hangs around a group
and observes.

r It means conducting ir controlled experi-
nlent.

r Social research is clrawing a sample of peo-
ple and giving them questionnaires to corn-
plete.

r It is looking up lots of statistical tables
and intbrn-ratior-r from oftrcial government
reports.

r To do it, onc r.r.rr-Lst Llse computers to create
stat ist ics,  charts,  and graphs.

The flrst t\\ 'o .urs\vers are wrong, and the
othe-r's clcscribe or.rl.,.part of what constitutes so-
cia] r 'escarch. It is r-rr.rlvise to confuse one part
rr ith the n.hole .

People conduct social  research to learn
sorr-rething nerv about the social world; or to
carefully docunrent guesses, hunches, or beliefs
about it; or to refine their understanding ofhow
the sociai world works. A researcher combines
tl-reories or ideas lr,ith facts in a careful, system-
atic rvay and uses creativity. He or she learns to
orgirnize and plan carefully and to select the ap-
propriate techniqr-re to address a specific kind of
question. A rescarcher also must treat the people
in a studi, in ethical and moral ways. In addition,
a researcher n-rust firlly ilnd clearly communicate
the results ofa study to others.

Social reseirrch is ir process in which people
combine a set of principles, outlooks, and ideas
(i.c., methodology) rvith a collection of specific
pract ices,  techniques, and strategies ( i .e. ,  a
rnethocl of inquiry) to produce knorvledge. It is



an exciting process of discovery, but it requires
persistence, personal integrity, tolerance for am-
biguity, interaction with others, and pride in do-
ing qualiry work.

Reading this book cannot transform you
into an expert researcher, but it can teach you to
be a better consumer of research results, help you
to understand how the research enterprise works,
and prepare you to conduct small research pro-
jects. After studying this book, you will be aware
of what research can and cannot do, and why
properly conducted research is important.

ALTERNATIVES TO SOCIAL
RESEARCH

Unless you are unusual, most of r,vhat you know
about the social world is not based on doins so-
cial research. You probably learned most of i,hat
you know using an alternative to social researcl-r.
It is based on what your parents and other people
(e.g., friends, teachers) have told you. You also
have knowledge based on your personal experi-
ences, the books and magazines you have read,
and the movies and television you have watched.
You may also use plain old "common sense."

More than a collection of technioues, social
research is a process for producing knowledge. It
is a more structured, organized, and systematic
process than the alternatives that most of us use
in daily life. Knowledge from the alternatives is
often correct, but knowledge based on research
is more likely to be true and have fewer errors.
Although research does not always produce per-
fect knowledge, compared to the alternatives it is
rnuch less likely to be flawed. Let us review the
alternatives before examining social research.

Authority

You have acquired knowledge from parents,
teachers, and experts as well as from books, tele-
vision, and other media. When you accept
something as being true because someone in a

CHAPTER 1 , /  DOINC SOCIAL RESTdRC-

position of authority says it is true or bec.ri:.c ..
is in an authoritative publication, )'ou are relvrn:-
on authority as a basis for knowledge. Relr' inc
on the wisdom of authorit ies is a quick, sirtrl.]3.
and cheap way to learn something. Authoi-it ie.
often spend time and effort to learn son.rething.
and_you can benefit from their experience and
worK.

There are also limitations to relying on all-
thority. First, it is easy to overestimate the exper-
tise of other people. You may assume that thev
are right when they are not. History is full of past
experts whom we now see as being misinformed.
For example> some "experts" of the past n-rea-
sured intell igence by counting bumps on the
skull; other "experts" used bloodletting to try to
cure diseases. Their errors seem obvious norl,,
but can you be certain that today's experts will
not become tomorrow's fools? Second, authorr-
ties may not agree, and all authorities may not be
equally dependable. Whom should we believe if
authorit ies disagree? Third, authorit ies may
speak on fields they know little about or be plaru
wrong. An expert who is very informed about
one area may use his or her authority in an un-
related area. Also, using the halo effect (dis-
cussed later), expertise in one area may spill over
illegitimately to be authority in a totally different
area. Have you ever seen television commercials
where a movie star uses his or her fame as au-
thority to convince you to buy a car? We r.reecl tcr
ask: Who is or is not an authority?

An additional issue is the misuse of author-
ity. Sometimes organizations or indii ' iduals
give an appearance of authority so thev ciut colt-
vince others to agree to something that thel'
might not otherwise agree to. A relatecl situation
occurs when a person with l itt le trairring i.rnd ex-
pertise is named as a "senior fbllon"' or. "adiunct
scholar" in a private "think trrnk" r, ith .in inr-
pressive name, such as the Center tbr the Study
of X or the Institute on Y Research. Some think
tanks are Iegitimate research centers, but rnany
are mere fronts created by,.rveirlthv special-inter-
est groups to engage in advocao.polit ics. Think
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t.r1rk: a,i i t.r.,r i . i t]\ r)ua i.t "scholar" to facil i tare
t i rc : r . . . ' .  r ' i r . . l . , r  . iaacpt inq the pcrson as al t  au-
t i t !  j t . i i ' .  Lr t t  . : t t  l : rL lc.  l r t  real i ty,  the perSon may
ir(rt ir.r,. I .r ir, l ...r l ! ' \pertise.l Also, too much re-
:r . r : ta! '  ! ) i t  , tuth() f  l t ics can be dangerous tO a de-
i ] ] r , . i . r t ic  .ocret) ' .  Experts may promote ideas
il. l .rt :trr 'nqthen their own power and position.
\\ ' l tcrt rr c' . lcCept the authority of experts, but do
rr)t kuo\\' l.rolv they arrived at their knowledge,
rlc Ltrsc the ability to evaluate what the experts
sav anci lose control of our destiny.

Tradi t ion

People sometimes rely on tradition fbr knowl-
edge. Tradition is a special case of authority-
the authority of the past. Tradition means you
accept something as being true because "it 's the
\\ray things have always been." For example,
my father-in-law says that drinking a shot of
u'hiskey cures a cold. When I asked about hrs
statement, he said that he had learned it from his
father when he was a child, and it had come
down from past generations. Tradition lvas the
basis of the knowledge for the cure. Here is an
example from the social world: Many people be-
lieve that children who are raised at home by
their mothers grow up to be better adjusted and
have fewer personal problems than those raised
in other settings. People "know" this, but how
did they learn it? Most accept it because they be-
lieve (rightly or wrongly) that it rvas true in the
past or is the way things have always been done.
Sorne traditional social knowledge begins as
simple prejudice. You might rely on tradition
rvithor-rt being fully aware of it with a belief such
as "Peoprle from that side of the tracks will never
arnoLlnt to anvthing" or "You never can trust
that tvpe oi person" or "That's the way men (or
u,omen) are ." El,en if traditional knowledge was
once true, it can become distorted as it is passed
on, and soon it is no longer true. People may
cling to traditional knowledge without real un-
derstanding; they assume that because some-
thing may have worked or been true in the past,
it rvil l  continue to be true.

Common Sense

You knorv a lot about the social world from your
everyday reasoning or cornmon sense. You rely
on what everyone knows and what "just makes
sense." For example, it "just makes sense" that
murder rates are higher in nations that do not
have a death penalty, because people are less
likely to kill if they face execution for doing so.
This and other widely held commonsense be-
liefs, such as that poor youth are more likely to
commit deviant acts than those from the middle
class or that most Catholics do not use birth
control, are false.

Comrnon sense is valuable in daily living,
but it irilolvs logical fallacies to slip into thinking.
For example, the so-called gambler's fallacy says:
"If I hai'e a long string of losses playing a lottery,
the nert tine I play, my chances of winning lvill
be better." In terms of probabil ity and the facts,
this is Ialse. Also, cclmmon sense contains cor.r-
tradictory ideas tl-rat often go unnoticed because
people use the ideas irt different times, such as
"opposites attract" and "birds of a feather flock
together." Common sense can originate in tradi-
tion. It is useful and sometimes correct, but it
also contains errors, misinformation, contradic-
tion, and prejudice.

Media Myths

Television shows, movies, and newspaper and
magazine articies are important sources of in-
formation. For example, most people have no
contact with criminals but leam about crime by
watching television shows and movies and by
reading newspapers. However, the television
portrayals of crime, and of many other things,
do not accurately reflect social reality. The writ-
ers who create or "adapt" images from life for
television sholvs and movie scripts distort real-
ity either out of ignorance or because they rely
on authority, tradition, and common sense.
Their primary goal is to entertain, l lot to repre-
sent reality accurately. Although many journal-
ists try to present a realistic picture of the world,



they must wr i te stor ies in short  t ime per iods
rvith l imited information and within editorial
eLridelines.

Unfortunately, the media tend to perpetu-
ate the mlths of a culture. For example, the me-
dia show that most people ivho receive welfare
are Black (actually, most are White), that most
people who are mentally ill are violent and dan-
gerous (only a small percentage actually are),
and that most people who are elderly are senile
and in nursing homes (a t iny rninor i ty are).
AIso, mass media "hype" can create a f-eeling that
a major problem exists when it may not (see Box
Li). People are n-risled by i. isual images more
easily than other forms of "lying"; this means
that stories or stereotypes that appear on fi lm
and television can have a porverful effect on peo-
ple. For example, television repeatecllv shorvs
low-income, inner-city, Africtrn Anterican r.outl-r
using i l legal drugs. Eventuallr., nlost peol)lg
"know" that urban Blacks use i l legal clrLres at a
higher rate than other groups in the Lrrritccl
States, even though this notion is false.

Competing interests use the rnedia to rvin
public support.2 Public relations campaigns try
to alter what the public thinks about scientif ic
findings, making it diff icult for the public to
judge research findings. For exarnple, a large
majority of scientif ic research supports the
global rvnrrnir-rg thesis (i.e., pollutants from in-
dustrialization and massive deforestation are
raising the earth's temperature and lvil l  cause
drarnatic climate change and bring about envi-
ronmental disasters). l 'he scientif ic evidence is
growing and gets stronger each year. l 'he media
give equal attention to a few dissenters who
question global r,r,arming, creating the impres-
sion in the publ ic nt incl  that  "no one real ly
knows" or that scientists are undecided about
the issue of global warming. The rnedia sources
fail to mention that the dissenters represent less
than 2 percent o1'al l  scicrr t is ts,  or  th l t  rnost  d is-
senting studies are paid for by heavily polluting
industries. The industries also spend mill ions of
dol lars to publ ic ize the f indings because their
goal is to cleflect growing crit icism and delay en-

DOINC SOCIAL RESEARCT

ls Road Rage a Media Myth?

Americans hear a lot about road rage. Newsweek mag-
azine, Time magazine, and newspapers in most major
ci t ies have carr ied headl ines about i t .  Leading na-
t ional pol i t ical off icials have held publ ic hearings on
it,  and the federal government gives mil l ions of dot-
lars in grants to law enforcement and transportat ion
departments to reduce i t .  Today, even psychologists
special ize in th is disorder.

The term road rage f irst appeared in I  988, and
by 1997, the print media were carrying over 4,000
art icles per year on i t .  Despite media attention about
"aggressive driving" and "anger behind the wheel,"
there is no scienti f ic evidence for road rage. The term
is not precisely def ined and can refer to anything
from gunshots from cars, use of hand gestures, run-
ning bicycl ists off  the road, tai lgating, and even anger
over auto repair  b i l ls !  Al l  the data on crashes and ac-
cidents show decl ines dur ing the per iod when road
rage reached an epidemic.

Perhaps media reports fueled perceptions of road
rage. After hearing or reading about road rage and
having a label for the behavior, people began to no-
t ice rude driving behavior and engagedin selective ob-
servation. We wil l  not know for sure unti l  i t  is properry
studied, but the amount ofsuch behavior may be un-
changed. l t  may turn out that the national epidemic
of road rage is a widely held myth st imulated by re-
ports in the mass media. (For more information, see
Michael  Fumento,  "Road Rage versus Real i ty,"
Atlantic Monthly [August 1 998].)

vironrnental regulations, not to advance knowr-
edge.

Newspapers offer l.roroscopes, ar.rd televi-
sion programs or nrovies report on supertratural
powers, E,SP (extrasensory perception), LIFC)s
(unident i f ied f l ,v ing objects) ,  ancl  angels or
ghosts. Althor-rgh r.ro scientific e".icience exists for
such, betrveen 2-5 and -50 percer-rt of the U.S. pub-
Iic accepts thern as true, ancl the percentage with

CHAPTER 1 /
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such beliefs has been growing over time as the
entertainment media give the phenomenon
more prominence.3

Personal Experience

If something happens to you, if you personally
see it or experience it, you accept it as true. per_
sonal experience, or ..seeing 

is te[eving,,, has a
strong impact and is a powerful sJurce of
knowledge. Unfortunately, personal experience
c.an.l9.1d you astray. Something similar to an op_
tical illusion or mirage cun oci.rr. What appears
true. may actually be due to a slight 

"r.o, 
oi dir_

tortion in judgment. The powei of immediacy
and direct personal contaci is very strong. Even
knowing that, people fall for illusions."Many
people believe what they see or personally expe_
rience rather than what very carefully desiened
research has discovered.

The four errors ofpersonal experience rein_
force each other and can occur in other areas, as
well. They are a basis for misleading people
through propaganda, cons or fraudl magic,
stereotyping, and some advertising. The mtst
frequent problem is overgeneratization;it occurs
when some evidence supports your belief, but
you falsely assume that it applies to many other
situations, too. Limited generalization 

-uv 
be

appropriate; under certain conditions, a small
amount of evidence can explain a larger situa_
tion. The problem is that many peoplJgeneral_
ize far beyond limited evidence. For eiample,
over the years, I have known five blind p"opl..
All of them were very friendly. Can t conclude
that all blind people are friendly? Do the five
people with whom I happened tohave personal
experience with represent all blind peopie?

The second error, selective obirvition, oc_
curs when you take special notice of some people
or events and tend to seek out eviderr.e thut con_
fir1s whal you already believe u"a ig"o." .orr_
tradlctorFlnformation. people often focus on or
observe particular cases or situations, especially
when they fit preconceived ideas. W. uri ,*i_

tive to features that confirm what we think, but
ignore features that contradict it. For example, I
believe tall people are excellent singers. This may
be because of stereotypes, what mi mother told
me, or whatever. I observe tall people and, with_
out awareness, pay particular attention to their
singing. I look at a chorus or top vocalist and no_
tice those who are tall. Withoui realizing it, I no_
tice and remember people and situat[ns that
reinforce my preconceived ideas. psychologists
found that people tend to ..seek out" and dirtort
their memories to make them more consistent
with what they already think.a !

A third error is premature closure. It often
operates with and reinforces the first two errors.
Premature closure occurs when you feel you
have the answer and do not need io listen, seek
information, or raise questions any longer. Un_
fortunately, most of us are alittJelazvor"set a lit_
tle sloppy. We take a few pieces of'evid"ence or
look at events for a short while and then think
we have it figured oul We look for eyidence to
confirm or reject an idea and stop when a small
amount of evidence is present. In a word, we
jump to conclusions. For example, I want to
learn whether people in my town support Mary
Smith or |on Van Horn for mayor. t uit ZO p.o_
ple; t 6 say they favo r Mary,2 are undecided, and
only 2 favor lon, so I stop there and believe Mary
will win.

Another common error is the halo ffict; itis
yhen r1e overgeneralize from what we accept as
being highly positive or prestigious and let its
strong reputation or prestige ..rub off' onto
other areas. Thus, I pick up a report by a person
from a prestigious univeisity, say Han ard or
Cambridge University. I assume that the author
is smart and talented and that the report will be
excellent. I do not make this assumption about a
report by someone from UnknownUniversity. I
form an opinion and prejudge the report #d
may-not approach it by considering its own mer_
rts alone. How the various alternatives to social
research might address the issue of laundry is
shown in Table 1.1.



TABLE I .1 Al ternat ivestoSocial
Research

Authority
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processes. This suggests that we examine
meaning of science and how its works.

Science

The term science suggests animage of test tubes,
computers, rocket ships, and people in white lab
coats. These outward trappings are a part ofsci-
ence, especially natural science (i.e., astronomy,
biology, chemistry, geology, and physics,), that
deals with the physical and material world (e.g.,
plants, chemicals, rocks, stars, and electricity).
The social sciences, such as anthropology, psy-
chology, political science, and sociology, involve
the study of people-their beliefs, behavior, in-
teraction, institutions, and so forth. Fewer peo-
ple associate these disciplines with the word
science. Science is a social institution and a way
to produce knowledge. Not everyone is well in-
formed about science. For example, a 2001 sur-
vey found that about only one-third of U.S.
adults could correctly explain the basics of
sclence."

Scientists gather data using specialized tech-
niques and use the data to support or reject the-
ories. Data are the empirical evidence or
information that one gathers carefully accord-
ing to rules or procedures. The data can be
quantitative (i.e., expressed as numbers) or
qualitative (i.e., expressed as words, visual im-
ages, sounds, or objects). Empirical eyidence
refers to observations that people experience
through the senses-touch, sight, hearing, smell,
and taste. This confuses people, because re-
searchers cannot use their senses to directly ob-
serve many aspects of the social world about
which they seek answers (e.g., intelligence, atti-
tudes, opinions, feelings, emotions, power, au-
thority, etc.). Researchers have many specialized
techniques to observe and indirectly measure
such aspects of the social world.

The Scientifi c Community

Science comes to life through the operation of
the scientific community, which sustains the as-

the

Tradition

Common Sense

Media Myth

Personal
Experience

Experts say that as children,
females are taught to make,
select, mend, and clean clothing
as part of a female focus on
physical appearance and on
caring for children or others in a
family. Women do the laundry
based on their childhood
preparation.

Women have done the laundrv
for centuries, so it is a
continuation of what has
happened for a long time.

Men just are not as concerned
about clothing as much as
women, so it only makes sense
that women do the laundrv
more often.

Television commercials show
women often doing laundry and
enjoying it, so they do laundry
because they think it's fun.

My mother and the mothers of
all my friends did the laundry.
My female friends did it for their
boyfriends, but never the other
way around. lt just feels natural
for the woman to do it.

HOW SCIENCE WORKS

Although it builds on some aspects of the alter-
native ways of developing knowledge, science is
what separates social research. Social research
involves thinking scientifically about questions
about the social world and following scientific
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sumptions, attitudes, and technioues of science.
The scientific community isa collection of people
who practice science and a set of norms, 6ehav-
iors, and attitudes that bind them together. It is a
professional community-a group of interacting
people who share ethical principles, beliefs and
values, techniques and training, and career paths.
For the most part, the scientific community in-
cludes both the natural and social sciences.6

Many people outside the core scientific
community use scientific research techniques. A
range of practitioners and technicians apply re-
search techniques that scientists developed and
refined. Many use the research techniques (e.g.,
a survey) without possessing a deep knowledge
of scientific research. Yet, anyone who uses the
techniques or results ofscience can do so better
if they also understand the principles and
processes of the scientific community.

The boundaries of the scientific community
and its membership are defined loosely. There is
no membership card or master roster. Many
people treat a Ph.D. degree in a scientific field as
an informal "entryticket" to membership in the
scientific community. The ph.D., which stands
for doctorate of philosophy, is an advanced
graduate degree beyond the master's that pre-
pares one to conduct independent research.
Some researchers do not have ph.D.s and not all
those who receive Ph.D.s enter occupations in
which they conduct research. They enter many
occupations and may have other responsibilities
(e.g., teaching, administration, consulting, clin-
ical practice, advising, etc.). In fact, about one-
half of the people who receive scientific ph.D.s
do not follow careers as active researchers.

At the core of the scientific community are
researchers who conduct studies on a firll-time
or part-time basis, usuallywith the help of assis-
tants. Many research assistants are graduate stu-
dents, and some are undergraduates. Working
as a research assistant is the way that most scien-
tists gain a real grasp on the details of doing re-
search. Colleges and universities employ most
members of the scientific community's core.
Some scientists work for the government or pri-

vate industry in organizations such as the Na-
tional Opinion Research Center and the Rand
Corporation. Most, however, work at the ap-
proximately 200 research universities and insti-
tutes located in a dozen advanced industrialized
countries. Thus, the scientific community is
scattered geographically, but its members tend
to work together in small clusters.

Howbigis the scientific community? This is
not an easy question to answer. Using the broad-
est definition (including all scientists and those
in science-related professions, such as engi-
neers), it includes about 15 percent of the labor'+,
force in advanced industrialized countries. A
better way to look at the scientific community is
to examine the basic unit of the larger commu-
nity: the discipline (e.g., sociology, biology, psy-
chology, etc.). Scientists are most familiar with a ."
particular discipline because knowledge is spe-
cialized. Compared to other fields with ad-
vanced training, the numbers are very small. For
example, each year, about 500 people receive
Ph.D.s in sociology, 16,000 receive medical de-
grees, and 38,000 receive law degrees.

A discipline such as sociology may have
about 8,000 active researchers worldwide. Most
researchers complete only two or three studies
in their careers, whereas a small number of
highly active researchers conduct many dozens
ofstudies. In a specialty or topic area (e.g., study
of the death penalty, social movements, di-
vorce), only about 100 researchers are very ac-
tive and conduct most research studies.
Aithough research results represent what hu-
manity knows and it has a major impact on the
lives of many millions of people, only a small
number of people are actually producing most
new scientific knowledge.

The Scientific Method and Attitude

You have probably heard of the scientific
method, and you may be wondering how it fits
into all this. The scientific method is not one sin-
gle thing; it refers to the ideas, rules, techniques,
and approaches that the scientific community

. ' - ' - -  : '  _-  - - :



uses. The method arises from a loose consensus
within the community of scientists. It includes a
way of looking at the world that places a high
value on professionalism, craftsmanship, ethical
integrity, creativity, rigorous standards, and dili-
gence. It also includes strongprofessional norms
such as honesty and uprightness in doing re-
search, great candor and openness about how
one conducted a study, and a focus on the mer-
its ofthe research itselfand not on any charac-
teristics of individuals who conducted the study.

fournal Articles in Science

. Consider what happens once a researcher fin-
ishes a study. First, he or she writes a detailed de-
scription of the study and the results as a
research report or a paper using a special format.
Often, he or she also gives an oral presentation of
the paper before other researchers at a confer-
ence or a meeting of a professional association
and seeks comments and suggestions. Next, the
researcher sends several copies to the editor ofa
scholarly journal. Each editor, a respected re-
searcher chosen by other scientists to oversee the
journal, removes the title page, which is the only

. place the author's name appears, and sends the
article to several reviewers. The reviewers are re-
spected scientists who have conducted studies in
the same specialty area or topic. The reviewers
do not know who did the studn and the author
of the paper does not know who the reviewers

' are. This reinforces the scientific principle of
judging a study on its merits alone. Reviewers
evaluate the research based on its clarity, origi-
nality, standards of good research methods, and
advancing knowledge. They return their evalua-
tions to the editor, who decides to reject the pa-
per, ask the author to revise and resubmit it, or
accept it for publication. It is a very careful, cau-
tious method to ensure quality control.

The scholarly journals that are highly re-
spected and regularly read by most researchers in
a field receive far more papers than they can pub-
lish. Theyaccept only 10 to 15 percent of submit-
ted manuscripts. Even lower-ranked iournals
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regularly reject half of the submissions. Thus,
several experienced researchers screen a journal
article based on its merits alone, and publication
represents the study's tentative acceptance by the
scientific community as a valid contribution to
knowledge. Unlike the authors of articles for the
popular magazines found at newsstands, scien-
tists are not paid for publishing in scholarly jour-
nals. In fact, they may have to pay a small fee to
help defray costs just to have their papers consid-
ered. Researchers are huppy to make their re-
search available to their peers (i.e., other
scientists and researchers) through scholarly
journals. The article communicates the results of
a study that a researcher might have devoted
years of his or her life to, and it is the way re-
searchers gain respect and visibility among their
professional peers. Likewise, the reviewers are
not paid for reviewing papers, but consider it an
honor to be asked to conduct the reviews and to
carryr out one of the responsibilities of being in
the scientific community. The scientific commu-
nity imparts great respect to researchers who
publish many articles in the foremost scholarly
journals because these researchers are directly
advancing the scientific community's primary
goal-the accumulation of carefully developed
knowledge. A researcher gains prestige and
honor and a reputation as an accomplished re-
searcher through such publications.

You may never publish an article in a schol-
arly journal, but you will probably read many
such articles. It is important to see how they are
a vital component in the system of scientific re-
search. Researchers actively read what appears in
the joumals to learn about new research findings
and the methods used to conduct a study. Even-
tually, the new knowledge is disseminated in
textbooks, new reports, or public talks.

STEPS IN THE RESEARCH
PROCESS

Social research proceeds in a sequence ofsteps,
although various approaches to research suggest
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slightly different steps. Most studies follow the
seven steps discussed here. To begin the process,
you select a topic-a general area of study or is-
sue, such as domestic abuse, homelessness, or
powerful corporate elites. A topic is too broad
for conducting a study. This makes the next step
crucial. You must then narrow down the topic,
or focus the topic into a specific research ques-
tion for a study (e.g., "Are people who marry
younger more likely to engage in physical abuse
of a spouse under conditions of high stress than
those who marry older?"). As you learn about a
topic and narrow the focus, you should review
past research, or the literature, on a topic or
question. You also want to develop a possible
answer, or hlpothesis, and theory can be impor-
tant at this stage.

After specifring a research question, you
have to develop a highly detailed plan on how
you will carry out the study. This third step re-
quires that you decide on the many practical de-
tails of doing the research (e.g., whether to use a
survey or qualitative observing in the field, how
many subjects to use, etc.). It is only after com-
pleting the design stage that you are ready to
gather the data or evidence (e.g., ask people the
questions, record answers, etc.). Once you have
very carefirlly collected the data, your next step is
to manipulate or analyze the data. This will help
you see any patterns in it and help you to give
meaning to or interpref the data (e.g., "People
who marry young and grew up in families with
abuse have higher rates of physical domestic
abuse than those with different family histo-
ries"). Finally, you must inform othersbywriting
a report that describes the study's background,
how you conducted it, and what you discovered.

The seven-step process shown in Figure 1.1
is oversimplified. in practice, you will rarely
complete one step totally then leave it behind to
move to the next step. Rather, the process is in-
teractive in which the steps blend into each
other. What you do in a later step may stimulate
you to reconsider and slightly adjust your think-
ing in a previous one. The process is not strictly
linear and may flow back and forth before reach-
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ing an end. The seven steps are for one research
project; it is one cycle ofgoing through the steps
in a single study on a specific topic.

Science is an ongoing enterprise that builds
on prior research and builds a larger, collectively
created body of knowledge. Any one study is a
small part of the much larger whole of science. A
single researcher may be working on multiple
research projects at once, or several researchers
may collaborate on one project. Likewise, one
project may result in one scholarly article or sev-
eral, and sometimes several smaller projects are
reported in a single article.

DIMENSIONS OF RESEARCH

Three years after they graduated from college.
Tim and Sharon met for lunch. Tim asked
Sharon, "So, how is your newjob as a researcher
for Social Data, Inc.? What are you doing?"
Sharon answered, "Right now I'm working on
an applied research project on day care quality in
which we're doing a cross-sectional surveyto get
descriptive data for an evaluation study." sharon



touched on four dimensions of social research as
she described her research on day care.

Social research comes in several shapes and
sizes. Before you begin a study, you will need to
make seyeral decisions about the specific type of
research you are going to conduct. Researihers
need to understand the advantages and disad-
vantages of each type, although most end up
specializing in doing one tFpe. We can think of
the types as fitting into one of the categories in
each of four dimensions of research.

The first dimension is a distinction in how
research is used, or between applied and basic re-
search. The next is the purpose ofdoing research,
or its goal, to explore, describe, or explain. The
next two dimensions are more specifiq how time
is incorporated into the study design, and the
specific data collection technique used.

The dimensions overlap, in that certain di-
mensions are often found together (e.g., the goal
of a studyand a data collection technique). Once
you learn the dimensions, you will begin to see
how the particular research questions you might
want to investigate tend to be more compatible
with certain ways of designing a study and col-
lecting data. In addition, being aware of the di-
mensions of research will make it easier to
understand the research reports by others.

Use of Research

, For over a century science has had two wings.rsom-e researchers adopt a detached, purely sci-
entific, and academic orientation; others are
more activist, pragmatic, and interventionist
oriented. This is not a rigid separation. Re-
searchers in the two wings cooperate and main-
tain friendly relations. Some individuals move
from one wing to another at different stages in
their careers. In simple terms, some researchers
concentrate on advancing general knowledge
over the long term, whereas others conduct
studies to solve specific, immediate problems.
Those who concentrate on examining the fun-
damental nature of social reality are engaged in
basic research.

Bnsic Research. Basic social research advances
fundamental knowledge about the social world.
Basic researchers focus on refuting or support_
ing theories that explain how the social world
operates, what makes things happen, why social
relations are a certain way, and why society
changes. Basic research is the source ofmost new
scientific ideas and ways of thinking about the
world. Many nonscientists criticize basic re_
search and ash "What good is it?" and consider
it to be a waste of time and money. Although ba_
sic research often lacks a practical application in
the short term, it provides a foundation for
knowledge that advances understanding in
many policy areas, problems, or areas of study.
Basic research is the source of most of the tools,
methods, theories, and ideas about underlying
clus-es of how people act or think used by ap_
plied researchers. It provides the major bieak_
throughs that significant advances in knowledge;
it is the painstaking study of broad questions
that has the potential of shifting how we think
about a wide range of issues. It mayhave an im-
pact for the next 50 years or century. Often, tne
applications of basic research appear many years
or decades later. Practical applications may be
apparent only after many accumulated advances
in basic knowledge build over a long time pe_
riod. For example, in 1984, Alec Jeffreys, a ge_
neticist at the University of Leicester in England,
was engaged in basic research studying the evo_
lution ofgenes. As an indirect accidential side ef-
fect of a new technique he developed, he
discovered a way to produce what is now call hu-
man DNA "fingerprints" or unique markings of
the DNA of individuals. This was not his inient.
He even said he would have never thought of the
teghlique if DNA fingerprints had been his goal.
Within 10 years applied uses of the technique
were developed. Today, DNA analysis is a widiiv
used technique in criminal investigations.

Applieil Research, Applied social researchis de-
signed to address a specific concern or to ofi[er
solutions to a problem identified by an em-
ployer, club, agenry, social movement, or orga-
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nization. Applied social researchers are rarely
concerned with building, testing, or connecting
to a larger theory, developing a long-term gen-
eral understanding, or carrying out a large-scale
investigation that might span years. Instead, they
usually conduct a quick, small-scale study that
provides practical results for use in the short
term (i.e., next month or next year). For exam-
ple, the student government of University X
wants to know whether the number of Univer-
sityX students who are arrested for driving while
intoxicated or involved in auto accidents will de-
cline ifit sponsors alcohol-free parties next year.
Applied research would be most applicable for
this situation.

People employed in businesses, government
offices, health care facilities, social service agen-
cies, political organizations, and educational in-
stitutions often conduct applied research and
use the results in decision making. Applied re-
search affects decisions such as the following:
Should an agency start a new program to reduce
the wait time before a client receives benefits?
Should a police force adopt a new tlpe of re-
sponse to reduce spousal abuse? Should a politi-
cal candidate emphasize his or her stand on the
environment instead of the economy? Should a
company market a skin care product to mature
adults instead of teenagers?

The scientific community is the primary
consumer of basic research. The consumers of
applied research findings are practitioners such
as teachers, counselors, and social workers, or
decision makers such as managers, agency ad-
ministrators, and public officials. Often, some-
one other than the researcher who conducted
the study uses the results.

Applied research results are less likely to en-
ter the public domain in publications and may
be available only to few decision makers or prac-
titioners. This means that applied research find-
ings often are not widely disseminated and that
well-qualified researchers rarely get to judge the
quality of applied studies.

The decision makers who use the results of
an applied study may or may not use them

wisely. Sometimes despite serious problems with
a study's methodology and cautions from the re-
searchers, politicians use results to justiSr cutting
programs they dislike or to advance programs
they favor. Because applied research often has
immediate implications or involyes controver-
sial issues, it often generates conflict. One
famous researcher, William Whyte (1984), en-
countered conflict over findings in his applied
research on a factory in Oklahoma and on
restaurants in Chicago. In the first case, the
management was more interested in defeating a
union than in learning about employment rela-
tions; in the other, restaurant owners really
sought to make the industry look good and did
not want findings on the nitty-gritty of its oper-
ations made public.

Applied and basic researchers adopt differ-
ent orientations toward research methodology
(see Table 1.2). Basic researchers emphasize high
methodological standards and try to conduct
near-perfect research. Applied researchers must
make more tradeoffs. They may compromise
scientific rigor to get quick, usable results, but
compromise is never an excuse for sloppy re-
search. Applied researchers try to squeeze re-
search into the constraints ofan applied setting
and balance rigor against practical needs. Such
balancing requires an in-depth knowledge of re-
search and an awareness ofthe consequences of
compromising standards.

Types of Applied Research. There are many
specific types of applied research. Here, you will
learn about three major types: evaluation, ac-
tion, and social impact assessment.

Evaluation Research Study. Evaluation research
study is applied research designed to find out
whether a program, a new way of doing some-
thing, a marketing campaign, a policy, and so
forth, is effective-in other words, "Does it
work?" The most widely used tlpe of applied re-
search is evaluation research.T This type of re-
search is widely used in large bureaucratic
organizations (e.9., businesses, schools, hospi-
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Basic and Applied Social Research Compared

l. Research is intrinsically satisfying and
judgments are by other sociologists.

2. Research problems and subjects are selected
with a great deal of freedom.

3. Research is judged by absolute norms of
scientific rigor, and the highest standards of
scholarship are sought.

4. The primary concern is with the internal logic
and rigor of research design.

5. The driving goal is to contribute to basic,
theoretical knowledge.

5. Success comes when results appear in a
scholarly journal and have an impact on others
in the scientif ic community.

.l 
. Research is part of a job and is judged by

sponsors who are outside the discipline of
sociology.

2. Research problems are "narrowly constrained"
to the demands of employerc or. ,ponro.r.

3. The rigor and standards ofscholarship depend
on the uses of results. Research can be ,,quick

and dirty" or may match high scientific
standards.

4. The primary concern is with the ability to
generalize findings to areas of interest to
sponsors.

5. The driving goal is to have practical payoffs or
uses for results.

5. Success comes when results are used bv
sponsors in decision making.

Source: Adapted from Freeman and Rossi (1984:572-573\.

tals, government, large nonprofit agencies) to
demonstrate the effectiveness of what they are
doing. An evaluation researcher does noi use
techniques different from those of other social
researchers. The difFerence lies in the fact that
decision makers, who may not be researchers
themselves, define the scope and purpose of the
research. Also, their objective is to use results in
a practical situation.S

Evaluation research questions might in-
clude: Does a Socratic teaching technique
improve learning over lecturing? Does a law-en-
forcement program of mandatory arrest reduce
spouse abuse? Does a flextime program increase
employee productivity? Evaluation researchers
measure the effectiveness of a program, policy,
or way of doing something and often use several
research techniques (e.g., survey and field). Ifit
can be used, the experimental technique is usu-
ally preferred. Practitioners involved with a pol-

lcy or program may conduct evaluation research
for their own information or at the recuest of
outside decision makers. The decision Luk..,
may place limits on the research by fixing
boundaries on what can be studied and by de-
termining the outcome of interest. This often
creates ethical dilemmas for a researcher.

Ethical and political conflicts often arise in
evaluation research because people can have op-
posing interests in the findings. The findings of
research can affect who gets or keeps a job, it can
build political popularity, or it may help pro-
mote an alternative program. people who are
personally displeased with the findings may at-
tack the researcher or his or her methods.

Evaluation research has several limitations:
The reports ofresearch rarely go through a peer
review process, raw data are rarely publicly avail-
able, and the focus is narrowed to select inputs
and outputs more than the full process bvwhich
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a program affects people's lives. In addition, de-
cision makers may selectively use or ignore eval-
uation findings.

Action Research Study. Action research is ap-
plied research that treats knowledge as a form of
power and abolishes the division between creat-
ing knowledge and using knowledge to engage in
political action. There are several types ofaction
research, but most share five characteristics: ( 1)
the people being studied actively participate in
the research process; (2) the research incorpo-
rates ordinary or popular knowledge; (3) the re-
search focuses on issues of power; ( ) the
research seeks to raise consciousness or increase
awareness ofissues; and (5) the research is tied
directly to a plan or program of political action.
Action research tends to be associated with a so-
cial movement, political cause, or advocacy for
an issue. It can be conducted to advance a range
of political positions. Some action research has
an insurgent orientation with goals of empower-
ing the powerless, fighting oppression and injus-
tice, and reducing inequality. Wealthy and
powerfrrl groups or organizations also sponsor
and conduct action research to defend their sta-
tus, position, and privileges in society.

Most action researchers are explicitly politi-
cal, not value neutral. Because the primary goal
is to affect sociopolitical conditions, publishing
results in formal reports, articles, or books is sec-
ondary. Most action researchers also believe that
knowledge develops from direct experience, par-
ticularly the experience of engaging in sociopo-
litical action.

For example, most feminist research is ac-
tion research. It has a dual mission: to create so-
cial change bytransforming gender relations and
to contribute to the advancement ofknowledge.
A feminist researcher who studies sexual harass-
ment might recommend policy changes to re-
duce it as well as to inform potentiai victims so
they can protect themselvei and defend their
rights. At times, researchers will explain study
results in a public hearing to try to modi$, new
policies or laws. The authors of a study on do-

mestic violence that will be discussed shortly as
an explanatory study example (Cherlin et al.,
2004) testified in the United States Senate. The
study findings and the testimony helped to alter
marriage promotion provisions in a 2005 wel-
fare reform law.e

Social Impact Assessment Research Study. A re-
searcher who conducts social impact assessment
(S1A) estimates the likely consequences of a
planned intervention or intentional change to
occur in the future. It may be part of a larger en-
vironmental impact statement required by gov- I
ernment agencies and used for planning and
making choices among alternative policies. He
or she forecasts how aspects of the social envi-
ronment may change and suggests ways to miti-
gate changes likely to be adverse from the point
ofview of an affected population. Impacts arethe
difference between a forecast of the future with
the project or policy and without the project or
policy. For example, the SIA might estimate the
ability of a local hospital to respond to an earth-
quake, determine how housing availability for
the elderly wiil change if a major new highway is
built, or assess the impact on college admissions
if students receive interest-free loans. Re-
searchers who conduct SIAs often examine a
range of social outcomes and work in an inter-
disciplinary research team to estimate the social
outcomes. The outcomes include measuring
"quality oflife" issues, such as access to health
care, illegal drug and alcohol use, employment
opportunities, schooling quality, teen pregnancy
rates, commuting time and traffic congestion,
availability of parks and recreation facilities,
shopping choices, viable cultural institutions,
crime rates, interracial tensions, or social isola-
tion. There is an international professional asso-
ciation for SIA research that advances SIA
techniques and promotes SIA by governments,
corporations, and other organizations.

Social impact assessments are rarely re-
quired, but a few governments mandate them.
For example, in New South Wales, Australia, a
registered club or hotel cannot increase the



number of poker machines unless the Liquor
Administration Board in the Department Gam-
ing and Racing approves an SIA for the club or
hotel. The SIA enables the board to assess the
likely local community impact from increasing
the number of poker machines. The format in-
cludes a matrix that allows the board to identify
the social and economic impacts, positive and
negative, financial or nonfinancial, quantified or
qualitative. In New Zealand, the Gambling Act
of 2003 requires an SIA before expanding gam-
bling. In one 2004 study in New Zealand for the
Auckland City Council, it noted that 90 percent
of New Zealand's adults gamble, 10 percent gam-
ble regularly (once a week or more often), and
about 1 percent are problem gamblers, although
this varies by age, income, and ethnicity. The
SIA recommended limiting the locations of new
gambling venues, monitoring their usage, and
tracing the amount of gambling revenues that
are returned to the community in various ways
(e.g., clubs, trusts, etc.). It contained a matrix
with social (e.g, arrests, divorce, domestic vio-
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lence), economic (e.g., unemployment, banli-
ruptcy, tourism expansion), and cultural im-
pacts (e.g., time awayfrom other leisure activin')
listed by their effect on all gamblers, problem
gamblers, the local community, and the
region.lo

Purpose ofa Study

If you ask someone why he or she is conducting
a study, you might get a range of responses: "My
boss told me to"; "It was a class assignment"; "I
was curious"; "My roommate thought it would
be a good idea." There are almost as many rea-
sons to do research as there are researchers. Yet,
the purposes of social research maybe organized
into three groups based on what the researcher is
trying to accomplish-explore a new topic, de-
scribe a social phenomenon, or explain why
something occurs. Studies may have multiple
purposes (e.g., both to explore and to describe),
but one of three major purposes is usually dom-
inant (see Box 1.2).

Exploratory

r Become familiar with the
basic facts, setting, and
concerns,

r Create a general mental
picture of conditions.

r Formulate and focus
questions for future research.

t Cenerate new ideas,
conjectures, or hypotheses.

r Determine the feasibilitv of
conducting research.

r Develop techniques for
measuring and locating future
data.

Descriptive

I Provide a detailed, highly
accurate picture.

r Locate new data that
contradict past data.

r Create a set ofcategories or
classify types.

r Clarify a sequence of steps or
stages.

I Document a causal process
or mechanism.

r Report on the background or
context ofa situation.

Explanatory

r Test a theory's predictions or
principle.

r Elaborate and enrich a
theory's explanation.

r Extend a theory to new issues
or topics.

r Support or refute an
explanation or prediction.

r Link issues or tooics with a
general principle.

I Determine which of several
explanations is best.
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Exploration. Perhaps you have explored a new
topic or issue in order to learn about it. If the is-
sue was new or no researchers had written about
it, you began at the beginning. In exploratory re-
search. a researcher examines a new area to for-
mulate precise questions that he or she can
address in future research. Exploratory research
may be the first stage in a sequence of studies' A
researcher may need to conduct an exploratory
study in order to know enough to design and ex-
ecute a second, more systematic and extensive
study. It addresses the "what?" question: "What
is this social activity really about?"

Many higher-education officials are con-
cerned about college students' low retention
rates, especially students from minority-disad-
vantaged social backgrounds. For example, of
Latinos who enroll in college, 80 percent leave
without receiving a degree. Officials seekways to
reduce dropouts and increase the chances that
students who begin college will stay until they
earn a degree. Garza and Landeck (2004) con-
ducted an exploratory study of over 500 Latino
students at a college along the Texas-Mexico
border who had dropped out. They wanted to
learn the influencing factors and rationales in

student decision making. The authors discovered
that the primary factors and rationales were un-
related to teaching quallty or university services.
Instead, the students who dropped out had been
overwhelmed by personal problems or had seri-
ous difficulties with family or job responsibilities.
Such factors were a major reason given by over
80 percent ofthe students who dropped out.

Exploratory researchers tend to use qualita-
tive data and not be wedded to a specific theory
or research question. Exploratory research rarely
yields definitive answers. If you conduct an ex-
ploratory study, you may get frustrated and feel
it is rlifficult because there are few guidelines to
fdlow. Everything is potentially important, the
step6 are mt wdl defined, and the direction of
irffi.h'.GF fteqrn$y. You need to be cre-
on-;c -:&d, rd f-r'k; edoPt an in-
rcffrure"dqbcJ srra's of
drMm"

Description, Perhaps you have a more highly
developed idea about a social phenomenon and
want to describe it. Descriptive research presents
a picture of the specific details of a situation, so-
cial setting, or relationship; it focuses on "how?"

and "who?" questions: "How did it happen?"
"Who is involved?" A great deal of social re-

search is descriptive. Descriptive researchers use
most data-gathering techniques-surveys, field
research, content analysis, and historical-com-
parative research. Only experimental research is

iess often used. Much of the social research
found in scholarly journals or used for makin$
policy decisions is descriPtive'

Descriptive and exploratory research often
blur together in practice' In descriptive research,
a researcher begins with a well-defined subject
and conducts a study to describe it accurately
and the outcome is a detailed picture of the sub-
ject. The results may indicate the percentage of
people who hold a particular view or engage in

specific behaviors-for example, that 8 percent
of parents physically or sexually abuse their chil-
dren. A descriptive study presents a picture of
types ofpeople or ofsocial activities.

Stack, Wasserman, and Kern (2004) con-
ducted a descriptive study on pornography use
on the Internet by people in the United States.
They found that the greatest users were those
with weak social bonds' More specifically, the
types ofpeople who were adult users ofpornog-
raphy tended to be males with unhappy mar-
riages and weak ties to organized religion.
Pornography users were also more likely to have
engaged in nonconventional sexual behavior
(i.e., had an extramarital affair or engaged in
paid sex) but not other forms of deviance, such
as illegal drug use.

Explanation When you encounter an issue
that is well recognized and have a description of
it, you might begin to wonder why things are the
way they are. Explanatory research identifies the
sources of social behaviors, beliefs, conditions,
and events: it documents causes' tests theories,
and provides reasons. It builds on exploratory



and descriptive research. For example, an ex-
ploratory study discovers a new type ofabuse by
parents; a descriptive researcher documents that
10 percent ofparents abuse their children in this
new way and describes the kinds of parents and
conditions for which it is most frequent; the ex-
planatory researcher focuses on why certain par-
ents are abusing their children in this manner.
Cherlin, Burton, Hurt, and Purvin (2004) ex-
plained instability in marriage or cohabitation
using a woman's past experience with sexual or
physical abuse. They tested the hypothesis that
women with a history of abuse would be less
likely marry than those without such histories.
The authors reasoned that those who were
abused have fewer social supports and resources
to resist or avoid abusive partners, and they are
more likely to harbor feelings of self-blame,
guilt, and low self-esteem that inhibit the forma-
tion of healthy romantic relationships. An abu-
sive experience also creates greater emotional
distance and a hesitancy to make long-term
commitments. Using quantitative and qualita-
tive data gathered in low-income neighborhoods
in three cities-Boston, Chicago, and San Anto-
nio-they found that adult women who had ex-
perienced past abuse were less likely to be
married, and those with multiple forms of abuse
were most likely to remain single. It appears that
women without a past history of abuse who
found themselves in an abusive relationship as
,an adult were likely to withdraw from it, but
'women who had been abused as children were
less likely to leave and tended to enter into a se-
ries of unstable, transitory relations.

Time Dimension in Research

An awareness of how a study uses the time di-
mension will help you read or conduct research.
This is because different research questions or is-
sues incorporate time difFerently. Some studies
give a snapshot of a single, fixed time point and
allowyou to analyzeit in detail (cross-sectional).
Other studies provide a moving picture that lets
you follow events, people, or social relations
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over several time points (longitudinal). euanti-
tative studies generally look at many cases, peo-
ple, or units, and measure limited features about
them in the form of numbers. By contrast, a
qualitative study usually involves qualitative
data and examines many diverse features of a
small number of cases across either a short or
long time period (see Figure 1.2).

Cross-Sectional Research. Most social re-
search studies are cross-sectional; they examine a
single point in time or take a one-time snapshot
approach. Cross-sectional research is usually the
simplest and least costly alternative. Its disad-
vantage is that it cannot capture social processes
or change. Cross-sectional research can be ex-
ploratory, descriptive, or explanatory but it is
most consistent with a descriptive approach to
research. The descriptive study by Stack,
Wasserman, and Kern (2004) on pornography
use was cross-sectional, based on a national U.S.
survey conducted in 2000.

Longitudinal Reseqrch. Researchers using
longitudinal research examine features of people
or other units at more than one time. It is usually
more complex and costly than cross-sectional
research, but it is also more powerful and infor-
mative. Descriptive and explanatory researchers
use longitudinal approaches. Let us now look at
the three main types of longitudinal research:
time series, panel, and cohort.

Time-Series Study. A time-series study islongi-
tudinal research in which a researcher gathers
the same type of information across two or more
time periods. Researchers can observe stability
or change in the features ofthe units or can track
conditions over time. The specific individuals
may change but the overall pattern is clear. For
example, there has been a nationwide suweyof a
large sample of incoming freshman students
since 1966. Since it began, over 11 million stu-
dents at more than 1,800 colleges participated.
The fall 2003 survey of276,449 students found
many facts and trends, such as only 34 percent of
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F lc U R E 1 .2 The Time Dimension in Social Research
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entering freshmen studied six or more hours per
week. This was the lowest level since the ques-
tion was asked in 1987 (when itwas 47 percint).
Yet, alcohol consumption was down. In 2003,
44.8 percent reported drinking beer, which rep_
resented a steady decline from73.7 percent in
7982.In2003, freshmen were more inierested in
keeping up with politics. The 33.9 percent who
said it was very important to stay politically in_
formed was up from a low of 2g.l percent in
2O00, and 22.5 percent said they discussed poli_
tics regularl/, up from 19.4 percent in )OOZ
(whigh had been the highest since a low point in
1993). These figures are still far lower than the
60.3 percent who expressed an interest in politics
in 1966, or the one-third who discussed politics
regularlyin 1968. The importance of familyhas
steadily increased over the years, with 74.g per_
cent of students calling it essential o, ,,"ry1-_
portant. This is up from the low point oi SS.g
percent in 1977 when the question was first
asked. However, religious involvement declined.
The percentage of students who attended reli_
gious serrices regularly was at its lowest level in
35 years. In addition, the percent claiming
"none" as a religious preference reached a record
high of 17.6 percent, compared to a record low of
6.6 percent in 1966. Another trend over the past
two decades has been a steady growth in opposi-
tion to the death penalty. Nearly one in thiee in-
coming students advocated ending capital

, punishment. This is the highest score since i9g0I (w!g" itwas 33.2percent), although the percent
withholding an opinion was far higher ejrher in
time; it exceeded 60 percent in the tgZO.ll

Panel Study. The panel study is apowerfirl typ.
of longitudinal research in which the researciier
observes exactly the same people, group, or or-
ganization across multiple time points. It is
more difficult to conduct than time-series re_
search. Panel research is formidable to conduct
and very costly. Tracking people over time is of-
ten difficult because some people die or cannot
be located. Nevertheless, the results of a well-de-
signed panel study are veryvaluable. Even short_

term panel studies can clearly show the impact
of a particular life event. For example, Oesterle,
fohnson, and Mortimer (2004) examined panel
data from a longitudinal study that began in
1988 with 1,000 ninth-grade students enrolled
in the St. Paul, Minnesota, public school distria
and looked at volunteering activities during late
adolescence and young adulthood, covering
nine years from age l}-t9 (1992) to age26_27
(2000). They found that volunteering at an ear_
lier stage strongly affected whether one volun_
teered at a later stage. Also, people who devoted
full time to working or parenting at an earlier
stage (18-19 years old) were less likelv to volun_
teer at a later stage (26-27 years old) than those
whose major activity was attending school.

Cohort Study. A cohort study is similar to a
panel study, but rather than observing the exact
same people, the study focuses on a category of
people who share a similar life experienie in a
specified time period. Researchers examine the
category as a whole for important features and
focus on the cohort, or category not on specific
individuals. Commonly used cohorts include all
people born in the same year (called birth co_
horts), all people hired at the same time, and all
people who graduate in a given year. Unlike
panel studies, researchers do not have to find the
exact same people for cohort studies; rather,
they need only to identify those who experienced
a common life event. In a study of Generation X
in the United States, Andolina and Maye r e003)
focused on the cohort ofpeople born between
1967 and 197 4. They compared t0 birth cohorts
at different time periods over several decades,
tracing questions across 24 years. The authors
found that White Xers are distinct in their
support for school racial integration and for
government action to enforce such efforts, com_
pared to other birth cohorts, but not in their at_
titudes toward employment opportunities or
affirmative action. Despite greater general sup_
port than other cohorts for equality through in_
tegration, it does not extend to issues beyond the
schoolyard.
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Csse Studies. In cross-sectional and longitudi-
nal research. a researcher examines features on
many people or units, either at one time period
or across time periods, and measures several
common features on them, often using num-
bers. In case-study research, a researcher exam-
ines, in depth, many features of a few cases over
a duration of time with very detailed, varied, and
extensive data, often in a qualitative form. The
researcher carefirlly selects a few key cases to ii-
lustrate an issue and study it (or them) in detail
and considers the specific context of each case.
This contrasts with other longitudinal studies in
which the researcher gathers data on many units
or cases, then looks for general patterns in the
mass of numbers.

For example, Snow and Anderson (1992)
conducted a case study on homeless people in
Austin, Texas. It provided a wealth of details
about the lives and conditions of homeless peo-
ple, identified several types of homeless people,
outlined the paths by which they became home-
less, and discussed several processes that kept
them homeless. This case study used many Qpes
of detailed qualitative and quantitative data,
with exploratory descriptive, and explanatory
phases to reveal a great amount of unexpected
and new information.12

Data Collection Techniques

Social researchers collect data using one or more
specific techniques. This section gives you a brief
overview of the major techniques. In later chap-
ters, you will read about these techniques in de-
tail and learn how to use them. Some techniques
are more effective when addressing specific
kinds of questions or topics. It takes skill, prac-
tice, and creativity to match a research question
to an appropriate data collection technique. The
techniques fall into two categories based on
whether the data being gathered are quantitative
or qualitative.

Quantitative Data Collection Techniques,
Techniques for quantitative data collection in-

clude experiments, surveys, content analyses,
and existing statistics.

Experiments. Experimental research closely fol-
lows the logic and principles found in natural
science research; researchers create situations
and examine their efFects on participants. A re-
searcher conducts experiments in laboratories or
in real life with a relatively small number of peo-
ple and a well-focused research question. Exper-
iments are most effective for explanatory
research. In the tlpical experiment, the re-
searcher divides the people being studied intol
two or more groups. He or she then treats both
groups identicallS except that one group but not
the other is given a condition he or she is inter-
ested in: the "treatment." The researcher mea-
sures the reactions ofboth groups precisely. By
controlling the setting for both groups and giv-
ing only one group the treatment, the researcher
can conclude that any differenees in the reac-
tions of the groups are due to the treatment
alone.

Surveys. A survey researcher asks people ques-
tions in a written questionnaire (mailed or
handed to people) or during an interview and
then records answers. The researcher maniprr-
lates no situation or condition; he or she simply
asks manypeople numerous questions in a short
time period. Typically, he or she then summa-
rizes answers to questions in percentages, tables,
or graphs. Researchers use survey techniques in
descriptive or explanatory research. Surveys give
the researcher a picture of what many people
think or report doing. Survey researchers often
use a sample or a smaller group of selected peo-
ple (e.g., 150 students), but generalize results to
a larger group (e.g., 5,000 students) from which
the smaller group was selected. Survey research
is very widely used in many fields.

Content Analyses. A contenLt analysis is a tech-
nique for examining information, or content, in
written or symbolic material (e.g., pictures,
movies, song lyrics, etc.). In content analysis, a
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researcher first identifies a body of material to
a-nalyze (e.g., books,.t.*rpup"rr, films, etc.) and
then creates a system for-reiording specific as_
pects of it. The system might include counting
how often certain words or themes occur. Fi_
nalln the researcher records what was found in
the material. He or she often measures informa_
tion in the content as numbers and presents it as
tables or graphs. This technique lets a researcher
discover features in the content oflarge amounts
of material that might otherwise go unnoticed.
Researchers can use content analysis for ex_
ploratory and explanatory research, tut primar_
ily it is used for descriptive research.

Existing Statistics. In existing statistics research,
a researcher locates previously collected infor_
mation, often in the form of government reports
or previously conducted suryeys, then reorga_
nizes or combines the information in new ways
to address a research question. Locating sources
can be time consuming, so the researcher needs
to consider carefully the meaning of what he or
she finds. Frequently, a rer"arih", does not
know whether the information of interest is
available when he or she begins a study. Some_
times, the existing quantitative informaiion con_
sists of stored surveys or other data that a
researcher reexamines using various statistical
procedures. Existing statistics research can be
used for exploratory descriptive, or explanatory
purposes, but it is most frequently used for de_
scriptive research.

Qualitative Data Collection Techniques.
Techniques for qualitative data collectioi in_
clude fi eld research and historical-comparative
research.

Field Research. Most field researchers conduct
case studies looking at a small group of people
oyer a length of time (e.g., weeki, mbnt^hs,
years). Afield researcher begins with a looseiy
formulated idea or topic, selects a social group
or natural setting for study, gains accesi and
adopts a social role in the setting, and observes

in detail. The researcher gets to know personally
the_people being studied, may condlct open_
ended and informal interviews, and takes de_
tailed notes on a daily basis. After leaving the
field site, the researcher carefully rereadi the
notes and prepares written reports. Field re_
search is used most often for expioratory and de_
scriptive studies; it is rarely used for explanatory
research.

Historical-Comparative Research. Historical_
comparative researchers examjne aspects of social
life in a past historical etu o. u.ros different cul_
tures. Researchers who use this technique may
focus on one historical period o. r.rr.ril, .o-_
pare one or more cultures, or mix historical pe_
riods and cultures. Like field research.^ u
researcher combines theory building/testing
with data collection and begins with a loose$
formulated question that is iefined during the
research process. Researchers often gatlier a
wide array of evidence, including existiig statis_
tics and documents (e.g., novels, official ieports.
books, newspapers, diaries, photographs, and
maps) for study. In addition, they mav make di_
rect observations and conduct interviews. His_
torical-comparative research can be exploratory
descriptive, or explanatory andcan blend types.

CONCLUSION

This chapter gave you an overview ofsocial re_
search. You saw how social research differs from
the ordinary ways of learning-knowing about
the social world, how doing research is based on
science and the scientific community, and about
several tlpes of social research based on its di-
mensions (e.g., its purpose, the technique used
to gather data, etc.). The dimensions of research
loosely overlap with each other. The dimensions
of social research are a kind of ..road 

map', to
help you make your way through the terrain of
social research. In the next chapter, we turn to
social theory. You read about it a little in this
chapter. In the next chapter, you will learn how
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theory and research methods work together and
about several types of theory.
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INTRODUCTION

Suppose you want to make sense of the hostility
between people of different races. Trying to un-
derstand it, you ask a teacher, who responds:

Most racially prejudiced people learn nega-
tive stereotlpes about another racial group
from their families, friends. and others in
their immediate surroundings. If they lack
sufficient intimate social contact with mem-
bers of the group or intense information that
contradicts those stereotypes, they remain
prejudiced.

This makes sense to you because it is consis-
tent with what you know about how the social
world works. This is an example of a small-scale
social theory, a tpe that researchers use when
conducting a study.

What do you think of when you hear the
word theory? Theory is one of the least well un-
derstood terms for students learning social sci-
ence. My students' eyelids droop if I begin a class
by saying, "Today we are going to examine the
theory of . . ." The mental picture many students
have of theory is something that floats high
among the clouds. My students have called it "a
tangled maze of jargon" and "abstractions that
are irrelevant to the real world."

Contrary to these views, theory has an im-
portant role in research and is an essential ally
for the researcher. Researchers use theory differ-
ently in various types of research, but some tl?e
of theory is present in most social research. It is
less evident in applied or descriptive than in ba-
sic or explanatory research. In simple terms, re-
searchers interweave a story about the operation
of the social world (the theory) with what they
observe when they examine it systematically (the
data).

People who seek absolute, fixed answers for
a specific individual or a particular one-time
event may be frustrated with science and social
theories. To avoid frustration, it is wise to keep

in mind three things about how social scientific
theories work. First, social theories explain re-
curring patterns, not unique or one-time events.
For example, they are not good for explaining
why terrorists decided to attack New York's
World Trade Center on September 11, 2001, but
they can explain patterns, such as the conditions
that generally lead to increased levels offear and
feelings of patriotism in a people. Second, social
theories are explanations for aggregates, not par-
ticular individuals. Aggregates are collections of
many individuals, cases, or other units (e.g.,
businesses, schools, families, clubs, cities, na't
tions, etc.). A social theory rarely can explain
why fosephine decided to major in nursing
rather than engineering, but it can explain why
females more than males in general choose nurs-
ing over engineering as a major. Third, social
theories state a probabiliry chance, or tendency
for events to occur, rather than state that one
event must absolutely follow another. For exam-
ple, instead of stating that when someone is
abused as a child, that person will always later
abuse his or her own children, a theory might
state that when someone experiences abuse dur-
ing his or her childhood, that person will tend to
or is more likely to become an abusive parent
when an adult. Likewise, it might state that peo-
ple who did not experience childhood abuse
might become abusive parents, but they are less
likely to than someone who has experienced
abuse as a child.

WHAT IS THEORY?

In Chapter L, social theory was defined as a sys-
tem ofinterconnected abstractions or ideas that
condenses and organizes knowledge about the
social world. It is a compact way to think of the
social world. People are constantly developing
new theories about how the world works.

Some people confuse the history of social
thought, or what great thinkers said, with social



theory. The classical social theorists (e.g.,
Durkheim, Weber, Marx, and Tonnies) played
an important role in generating innovative ideas.
They developed original theories that laid the
foundation for subsequent generations of social
thinkers. People study the classical theorists be-
cause they provided many creative and interre-
lated ideas at once. They radically changed the
waypeople understood and saw the social world.
We study them because geniuses who generate
many original, insightfirl ideas and fundamen-
tally shift how pdople saw the social world are
rare.

At times people confuse theory with a hunch
or speculative guessing. They may say, "It's only
a theory" or ask, "What's your theory about it?"
This lax use of the term theory causes confusion.
Such guessing difi[ers from a serious social the-
ory that has been carefully built and debated
over many years by dozens of researchers who
found support for the theory's key parts in re-
peated empirical tests. A related confusion is
when what people consider to be a "fact" (i.e.,
light a match in a gasoline-filled room and it will
explode) is what scientists call a theory (i.e., a
theory of how combining certain quantities of
particular chemicals with oxygen and a level of
heat is likely to produce the outcome of explo-
sive force). People use simple theories without
making them explicit or labeling them as such.
For example, newspaper articles or television re-
ports on social issues usually have unstated so-
cial theories embedded within them. A news
report on the difficultyof implementing a school
desegregation plan will contain an implicit the-
ory about race relations. Likewise, political lead-
ers frequently express social theories when they
discuss public issues. Politicians who claim that
inadequate education causes poverty or that a
decline in traditional moral values causes higher
crime rates are expressing theories. Compared
to the theories of social scientists, such layper-
sons' theories are less systematic, less well for-
mulated, and harder to test with empirical
evidence.

CHAPTER 2 , /  THEORY AND SOCIAL RESEARCH 25

Almost all research involves some theon', so
the question isless whether you should use the-
ory than how you should use it. Being explicit
about the theory makes it easier to read someone
else's research or to conduct your own. An
awareness of how theory fits into the research
process produces better designed, easier to un-
derstand, and better conducted studies. Most re-
searchers disparage atheoretical or "crude
empiricist" research.

Blame Analysis

Blame analysis is a type of counterfeit argument
presented as if it were a theoretical explanation.
It substitutes attributing blame for a causal ex-
planation that is backed by supporting empirical
evidence. Blame belongs to the realm of making
moral, legal, or ideological claims. It implies an
intention, negligence, or responsibility for an
event or situation (usually an unfavorable one).
It shifts the focus from Why did it occur? to
Who is responsible? Blame analysis assumes
there is a party or source to which a fixed
amount of responsibility can be attached. The
goal of inquiry is to identifi a responsible party.
Often, some sources are exempted or shielded.
This may be the injured party, members of a
sympathetic audience, or a sacred value or
principle.

Blame analysis clouds discussion because it
confuses blame with cause; it gives an account
(or story) instead of a logical explanation with
intervening causal mechanisms; and it fails to
explore empirical evidence for and against sev-
eral alternative causes. Blame analysis first pre-
sents an unfavorable event or situation. It could
be a bank is robbed, a group is systematically
paid less in the labor force, or traffic congestion
is terrible in an urban area. It next identifies one
or more responsible parties, then it provides se-
lective evidence that shields certain parties or
sources (e.g., employrnent conditions, the
choices available to the underpaid group, trans-
portation poliry, and land cost).l
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THE PARTS OF THEORY

Concepts

All theories contain concepts, and concepts are
the building blocks of theory.2 A concept is an
idea expressed as a symbol or in words. Natural
science concepts are often expressed in syrnbolic
forms, such as Greek letters (..g., 6) or formulas
(e.g., s = d/t; s= speed, d = distance, f = time).
Most social science concepts are expressed as
words. The exotic symbols of natural science
concepts make many people nervous, as the use
of everyday words in specialized social science
concepts can create confusion.

I do not want to exaggerate the distinction
between concepts expressed as words and con-
cepts expressed as symbols. Words, after all, are
symbols, too; they are symbols we learn with
language. Height is a concept with which you are
already familiar. For example, I can say the word
height or write it down; the spoken sounds and
written words are part of the English language.
The combination of letters in the sound syrnbol-
izes, or stands for, the idea of a height. Chinese or
Arabic characters, the French wordhauteur, t]":'e
German word h1he, the Spanish word altura-
all symbolize the same idea. In a sense, a lan-
guage is merely an agreement to represent ideas
by sounds or written characters that people
learned at some point in their lives. Learning
concepts and theory is like learning a language.3

Concepts are everywhere, andyou use them
all the time. Height is a simple concept from
everyday experience. What does it mean? It is
easyto use the concept ofheight, but describing
the concept itself is difficult. It represents an ab-
stract idea about physical relations. How would
you describe it to a very young child or a crea-
ture from a distant planet who was totally unfa-
miliar with it? A new concept from a social
theory may seem just as alien when you en-
counter it for the first time. Height is a charac-
teristic ofa physical object, the distance from top
to bottom. All people, buildings, trees, moun-
tains, books, and so forth have a height. We can

measure height or compare it. A height of zero is
possible, and height can increase or decrease
over time. As with manywords, we use the word
in several ways. Height is used in the expressions
the height of the battle, the height of the summer,
and the height of fashion.

The word height refers to an abstract idea.
We associate its sound and its written form with
that idea. There is nothing inherent in the
sounds that make up the word and the idea it
represents. The connection is arbitrary' but it is
still useful. People can express the abstract idea
to one another using the symbol alone.

Concepts have two parts: a symbol (word or
term) and a definition. We learn definitions in
many ways. I learned the word height andits de-
finition frqm myparents. I learned it as I learned
to speak and was socialized to the culture. My
parents never gave me a dictionary definition. I
learned it through a diffrrse, nonverbal, informal
process. Myparents showed me many examples;
I observed and listened to others use the word; I
used the word incorrectly and was corrected;
and I used it correctly and was understood.
Eventually, I mastered the concept.

This example shows how people learn con-
cepts in everyday language and how we share
concepts. Suppose my parents had isolated me
from television and other people, then taught
me that the word for the idea height was zdged. I
would have had difficulty communicating with
others. People must share the terms for concepts
and their definitions if they are to be of value.

Everyday life is filled with concepts, but
many have vague and unclear definitions. Like-
wise, the values, misconceptions, and experi-
ences of people in a culture may limit evgryday
concepts. Social scientists borrow concepts from
everyday culture, but they refine these concepts
and add new ones. Many concepts such as
sexism, life-style, peer group, urban sprawl, and
social class began as precise, technical concepts
in social theory but have diffrrsed into the larger
cu]ture and become less precise.

We create concepts from personal experi-
ence, creative thought, or observation. The clas-
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sical theorists originated many concepts. Exam_
ple concepts include family system, gender role,
so cinlizatio n, s elf- w o rth, frustrati on, aid. disptaced
aggression.

Some concepts, especially simple, concrete
concepts such as book or height, can be defined
through a simple nonverbal process. Most social
science concepts are more complex and abstract.
They are d1fin9d by formal, diitionary_type de_
finitions that build on other .orr..pir.'ti may
seem odd to use concepts to define other con_
cepts, but we do this all the time. For example, I
definedheighf as a distance between top u.rd bot_
tom. Top, bottom, and distance are alfconcepts.
We often combine simple, concrete conceprs
from ordinary experience to create more ab_
stract concepts. Height is more abstract than top
or bottom. Abstract concepts refer to uspect, of
the world we do not directly experience. They
orga.nize thinking and extend understanding of
reality.

Researchers define scientific concepts more
precisely than those we use in daily discourse.
Social theory requires well-defined concepts.
The definition helps to link theory with research.
A valuable goal ofexploratory research, and of
most good research, is to clarify and refine con_
cepts. Weak, contradictory, oi unclear defini_
tions of concepts restrict the advance of
knowledge.

Concept Clusters. Concepts arc rarely used in
isolation. Rather, they form interconnected
groups, ot concept clusters. This is true for con_
cepts in everydaylanguage as well as for those in
social theory. Theories contain collections of as_
sociated concepts that are consistent and mutu_
ally reinforcing. Together, they form a web of
meaning. For example, if I want to discuss a con_
cept such as urban decay,Iwill need a set ofas_
sociated concepts (e.g., urban expansion,
economic growth, urbanization, suburbs, center
city, revitalization, mass transit, and, racial mi_
norities).

Some concepts take on a range of values,
quantities, or amounts. Examples oithis kind of

concept are amount of income, tunperatare, delr_
sity,of population, years of schooling anddesrec of
violence. These are called variablis, and,"r", *ilf
read about them in a later chapter. Other con_
cepts express types of nonvariable phenomena
(e.q., 

\lyeaucracy, family, rwolution, homeles,
and cold). Theories use both kinds ofconcepts.

Classification Concepts. Some concepts are
simple; they have one dimension and vary along
a single continuum. Others are complex; the|
have multiple dimension, o, 

-urryiubparts.You can break complex concepts into a iet of
simple, or single-dimension, .orr..ptr. For ex_
ample, Rueschemeyer and associatis (1992:43_
44) stated that democrary has three dimensions:
(1) regular, free elections with universal suftage;
(2) an elected legislative body that controls sov_
ernmenq and (3) freedom of expression *J ur_
sociation. The authors recognized that each
dimension varies by degree. Tiey combined the
dimensions to create a set of types of regimes.
Regimes very low on all three dimensions ir. to_
talitarian, those high on all three are democra_
cies, and ones with other mixes are either
authoritarian or liberal oligarchies.

Classificationr are partway between a single,
simple concept and a theory.a They help to oriu_
nize abstract, complex concepts. To create a n"ew
classification, a researcher logically specifies and
combines the characteristics of'simpler con_
cepts. You can best grasp this idea by looking at
some examples.

The ideal type is awelJ.-known classification.
Ideal types are pure, abstract models that define
the essence of the phenomenon in question.
They are mental pictures that define the central
aspects ofa concept. Ideal types are not explana_
tions because they do not tell why or how^som._
thing occurs. They are smaller than theories, and
researchers use them to build a theory. They are
broader, more abstract concepts thai brini to_
gether several narrower, more concrete con_
cepts. Qualitative researchers often use ideal
types to see how well observable phenomena
match up to the ideal model. For eximple, Max
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Weber developed an ideal type of the concept
bureaucracy. Many people use Weber's ideal type
(see Box 2.I). lt distinguishes a bureaucracy
from other organizational forms (e.g., social
movements, kingdoms, etc.). It also clarifies crit-
ical features ofa kind oforganization that people
once found nebulous and hard to think about.
No real-life organization perfectly matches the
ideal type, but the model helps us think about
and study bureaucracy.

Scope. Concepts vary by scope. Some are
highly abstract, some are at a middle level of ab-
straction, and some are at a concrete level (i.e.,
they are easy to directly experience with the
senses such as sight or touch). More abstract
concepts have wider scope; that is, they can be

r lt is a continuous organization governed by a sys-
tem of rules.

r Conduct is governed by detached, impersonal
rules.

r There is division of labor, in which different of-
fices are assigned different spheres of compe-
tence.

I Hierarchical authority relations prevail; that is,
lower offices are under control ofhigher ones.

r Administrative actions, rules, and so on are in
writing and maintained in files.

r Individuals do not own and cannot buy or sell
their offices.

r Officials receive salaries rather than receiving di-
rect payment from clients in order to ensure loy-
alty to the organization.

r Property of the organization is separate from per-
sonal property of officeholders.

Source: Adapted from Chafetz (197872).

used for a much broader range of specific time
points and situations. More concrete concepts
are easy to recognize but apply to fewer situa-
tions. The concepts skin pigmentation, casting a
ballot in an election, and agebased on the date on
a birth certificate are less abstract and more con-
crete than the concepts racial group, democracy,
and maturity. Theories that use many abstract
concepts can apply to a wider range of social
phenomena than those with concrete concepts.
An example of a theoretical relationship is: In-
creased size creates centralization, which in turn
creates greater formalization . Size, centralizatioi;
and formalization are very abstract concepts.
They can refer to features of a group, organiza-
tion, or society. We can translate this to say that
as anorganization or group gets bigger, author-
ity and power relations within it become cen-
tralized and concentrated in a small elite. The
elite will tend to rely more on written policies,
rules, or laws to control and organize others in
the group or organization. When you think ex-
plicitly about the scope of concepts, you make a
theory stronger and will be able to communicate
it more clearly to others.

Assumptions

Concepts contain built-in assumptions, state-
ments about the nature of things that are not ob-
servable or testable. We accept them as a
necessary starting point. Concepts and theories
build on assumptions about the nature of hu-
man beings, social reality, or a particular phe-
nomenon. Assumptions often remain hidden or
unstated. One way for a researcher to deepen his
or her understanding of a concept is to identifr
the assumptions on which it is based.

For example, the conceptbook assumes a
system of writing, people who can read, and the
existence of paper. Without such assumptions,
the idea of abook makes little sense. A social sci-
ence concept, sueh as racial prejudice, rests on
several assumptions. These include people who
make distinctions among individuals based on
their racial heritage, attach specific motivations



and characteristics to membership in a racial
group, and make judgments about the goodness
of specific motivations and characteristics. If
race became irrelevant, people would cease to
distinguish among individuals on the basis of
race, to attach specific characteristics to a racial
group, and to make judgments about character-
istics. Ifthat occurred, the concept o f racial prej-
udicewould cease to be useful for research. All
concepts contain assumptions about social rela-
tions or how people behave.

Relationships

Theories contain concepts, their definitions, and
assumptions. More significantly, theories specify
how concepts relate to one another. Theories tell
us whether concepts are related or not. If they
are related, the theory states how they relate to
each other. In addition, theories give reasons for
why the relationship does or does not exist. It is
a relationship, such ast Economic distress among
the White population caused an increase in mob
violence against African Americans. When a re-
searcher empirically tests or evaluates such a
relationship, it is called ahypothesis. After many
carefirl tests of a hypothesis with data confirm
the hypothesis, it is treated as a proposition. A
proposition is a relationship in a theory in which
the scientific community starts to gain greater
confidence and feels it is likely to be truthful.

THE ASPECTS OF THEORY

Theory can be baffling because it comes in so
many forms. To simplify, we can categorize a
theory by (1) the direction of its reasoning, (2)
the level of social reality that it explains, (3) the
forms of explanation it employs, and (4) the
overall framework of assumptions and concepts
in which it is embedded. Fortunately, all logi-
cally possible combinations of direction, level,
explanation, and framework are not equally vi-
able. There are only about half a dozen serious
contenders.
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Direction of Theorizing

Researchers approach the building and testing of
theory from two directions. Some begin with ab-
stract thinking. They logically connect the ideas
in theory to concrete evidence, then test the
ideas against the evidence. Others begin with
specific observations of empirical evidence. On
the basis of the evidence, they generalize and
build toward increasingly abstract ideas. In prac-
tice, most researchers are flexible and use both
approaches at various points in a study (see
Figure 2.1).

Deductive. In a deductive approach, you begin
with an abstract, logical relationship among
concepts, then move toward concrete empirical
evidence. You may have ideas about how tne
world operates and want to test these ideas
against "hard data."

Weitzer and Tuch (2004,2005) used a de-
ductive approach in a study ofperceptions of
police misconduct. They began with Group
Position theory (a middle-range theory dis-
cussed later) within the conflict theory frame-
work (see Range of Theorylater in this chapter).
Group position theory states that dominant and
subordinate racial-ethnic groups are in compe-
tition for resources and status in a multiethnic
society that has a racial hierachy, and such com-
petition af[ects racial beliefs and attitudes. Dom-
inant groups believe they are entitled to
privileges and a position of superiority, and they
fear losing their privileges. Subordinate groups
believe their position can be enhanced if they
challenge the existing order. The authors de-
duced that group competition extends beyond
attitudes to perceptions ofsocial institutions, es-
pecially institutions of social control such as
policing. They argued that subordinate group
members (i.e., Blacks and Latino/Hispanics)
would preceive police misconduct (measured as
unjustified stops of citizens, verbal abuse by
police, an excessive use offorce, and police cor-
ruption) differently than members of the domi-
nant group (Whites). The authors thought that
perceptions operated via three mechanisms:
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Deductive Approach

o fheoretical

FIGURE 2.I Deductive and Inductive Theorizing
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personal encounters with the police; reports of
police encounters by friends, family, or neigh-
bors; and noticing and interpreting news reports
about police activity. In these three areas, they
predicted that non-Whites would interpret neg-
ative events or reports as strong evidence ofseri-
ous and systematic police misconduct. By
constrast, Whites would tend to ignore or dis-
miss such events or reports or see them as iso-
lated incidents. Data from a national survey of
U.S. metropolitan areas (over 100,000 popula-
tion) supported predictions of the theory.

Inductive. ifyou use an inductive approach,
you begin with detailed observations of the
world and move toward more abstract general-
izations and ideas. When you begin, you may
have only a topic and a few vague concepts. As
you observe, you refine the concepts, develop
empirical generalizations, and identifr prelimi-
nary relationships. You build the theory from
the ground up.

Empirical Social RealitY

Duneier (1999) used an inductive approach
in his study of life on the sidewalk. He noted that
in much of social science, both quantitative sec-
ondary analysis research and qualitative field re-
search, a researcher develops a theoretical
understanding only after data have been col-
lected. He stated, "I began to get ideas from the
things I was seeing and hearing on the street" (p.

341). Many researchers who adopt an inductive
approach use grounded theory. Grounded theory
is part of an inductive approach in which a re-
searcher builds ideas and theoretical genetaliza-
tions based on closely examining and creatively
thinking about the data (see Box 2'2). A te-
searcher creates grounded theory out of a
process of trying to explain, interpret, and ren-
der meaning from data. It arises from trying to
account for, understand, or "make sense of'the
evidence. Duneier (1999:342) has suggested that
the process is similar to seeing many symptoms
and later arriving at a diagnosis (i.e., a story that
explains the source of the symptoms).

Inductive ApProach

o iheoreticat



Crounded theory is a widely used approach in qual-
itative research. lt is not the only approach and it is
not used by all qualitative researchers. Crounded the-
oryis"a qualitative research method that uses a sys-
tematic set of procedures to develop an inductively
derived theory about a phenomenon" (Strauss and
Corbin, 1990:24\. The purpose of grounded the-
ory is to build a theory that is faithful to the evi-
dence. lt is a method for discovering new theory. In
it, the researcher compares unlike phenomena with a
view toward learning similarit ies. He or she sees mi-
cro-level events as the foundation for a more macro-
level explanation. Crounded theory shares several
goals with more positivist-oriented theory. lt seeks
theory that is comparable with the evidence that is
precise and r igorous, capable of  repl icat ion,  and
generalizable. A grounded theory approach pursues
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generalizations by making comparisons across so-
cial situations.

Qualitative researchers use alternatives to
grounded theory. Some qualitative researchers offer
an in-depth depiction that is true to an informant's
worldview. They excavate a single social situation to
elucidate the micro processes that sustain stable social
interaction. The goal ofother researchers is to provide
a very exacting depiction of events or a setting. They
analyze specific events or settings in order to gain in-
sight into the larger dynamics of a society. Still other
researchers apply an existing theory to analyze specific
settings that they have placed in a macro-level histor-
ical context. They show connections among micro-
level events and between micro-level situations and
larger social forces for the purpose of reconstructing
the theory and informing social action.

Range ofTheory

Social theories operate with varying ranges. One
source of the confusion about theories involves
the range at which a theory operates. At one end
are highly specific theories with concrete con-
cepts of limited scope. At the opposite end are
whole systems with many theories that are ex-
tremely abstract. As part of the task of theory
building, veri$'ing, and testing, a researcher
connects theoretical statements of different
ranges together, like a series of different-sized
boxes that fit into one another or a set ofRuss-
ian dolls.

Empirical Generalizqtion. An empirical gen-
eralization is the least abstract theoretical state-
ment and has a very narrow range. It is a simple
statement about a pattern or generalization
among two or more concrete concepts that are
very close to empirical reality. For example,
"More men than women choose engineering as
a college major." This summarizes a pattern be-
tween gender and choice of college major. It is

easy to test or observe. It is called a generaliza-
tion because the pattern operates across many
time periods and social contexts. The finding in
the study on Internet pornography discussed in
Chapter I that unhappily married men are more
likely than happily married men to use Internet
porn is an empirical generalization.

Midille-Range Theory. Middle-range theories
are slightly more abstract than empirical gener-
alizations or a specific hypothesis. A middle-
range theory focuses on a specific substantive
topic area (e.g., domestic violence, military
coups, student volunteering), includes a multi-
ple empirical generalization, and builds a theo-
retical explanation (see Forms of Explanation
later in this chapter). As Merton (1967:39)
stated, "Middle-range theory is principally used
in sociology to guide empirical inquiry." A mid-
dle-range theory used in a study discussed in
Chapter I said that girls who suffer physical or
sexual abuse experience self-blame and guilt
feelings that inhibits them from developing a
healthy social network or forming stable romantic
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relationships, and that these factors lead to them
staying single or experiencing greater marital in-
stability when they become adults.

Theoretical Framewoflcs, A theoretical frame-
work (also called a paradigm or theoretical sys-
tem) is more abstract than a middle-range
theory. Figure 2.1 shows the levels and how they

are used in inductive and deductive approaches
to theorizing. Few researchers make precise dis-
tinctions among the ranges of theorizing. They
rarely use a theoretical framework directly in
empirical research. A researcher may test parts
of a theory on a topic and occasionally contrast
parts of the theories from different frameworks.
Box2.3 illustrates the various degrees of abstrac-

Theoretical Framework

Kalmijn. Structural functionalism holds that the
processes of industrialization and urbanization change
human society from a traditional to a modern form. In
this process of modemization, social institutions and
practices evolve. This evolution includes those that fill
the social system's basic needs, socialize people to cul-
tural values, and regulate social behavior. Institutions
that filled needs and maintained the social system in a
traditional society (such as religion) are superseded
by modern ones (such as formal schooling).

Weitzer and Tuch. Conflict theory holds that estab-
lished social, political, and legal institutions protect
the dominant or privileged groups of a society. Ma-
jor institutions operate in ways that contain or sup-
press the activit ies of nondominant groups in
society, especially if they challenge or threaten the
established social-economic hierarchy. Thus, conflict
between the dominant and subordinate social groups
is reflected in how major institutions operate, espe-
cially institutions that are charged with maintaining
order and engaged in formal social control, such as
law enforcement.

Middle-Range Substantive Theory

Kalmijn. A theory of intermarriage patterns notes
that young adults in modern society spend less time
in small, local settings, where family, religion, and
community all have a strong influence. Instead,
young adults spend increasing amounts of t ime in
school settings. In these settings, especially in col-

lege, they have opportunities to meet other unmar-
ried people. ln modern society, education has be-
come a major socialization agent. lt affects future
earnings, moral beliefs and values, and leisure inter-
ests. Thus, young adults select marriage partners less
on the basis of shared religious or local ties and more
on the basis of common educational levels.

WeiEer andTuch. Group-position theory uses group
competition over material rewards, power, and status
to explain intergroup attitudes and behaviors. Each
group perceives and experiences real or imagined
threats to its social position differently. Members of a
dominant group tend to view police orgovemment ac-
tions taken to defend its interests as being fair or fa-
vorable, whereas members of subodorinate groups
tend to see the same actions negatively.

Empirical Generalization

Kalmijn. Americans once married others with simi-
lar religious beliefs and affiliation. This practice is be-
ing replaced by marriage to others with similar levels
of education.

Weitzer and Tuch. Non-Whites experience more
negative interpersonal encounters with police and
tend to interpret media reports about police mis-
conduct as evidence of serious and systematic prob-
lems with the police. By contrast, Whites have
different police encounters or interpret their en-
counters and media reports about police actions
more favorably.
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tion with Kalmijn's study of changing marriage
partner selection (see also page 40).

Sociology and other social sciences have sev-
eral major theoretical frameworks.s The frame-
works are orientations or sweeping ways of
looking at the social world. They provide collec-
tions of assumptions, concepts, and forms of ex-
planation. Frameworks include theories for
many substantive areas (e.g., theories of crime,
theories of the family, etc.). Thus, there can be a
structural functional theory, an exchange the-
ory and a conflict theory of the family. Theories
within the same framework share assumptions
and major concepts. Some frameworks are ori-
ented more to the micro level; others focus more
on macro-level phenomena (see Levels of The-
orynext). Box2.4 shows four major frameworks

in sociology and briefly describes the key con-
cepts and assumptions of each.

Levels of Theory

Social theories can be divided into three broad
groupings by the level of social reality with which
they deal. Most of us devote the majority of our
time to thinking about the micro level oireality,
the individuals we see and interact with on a day-
by-day basis. Micro-level theory deals with small
slices of time, space, or numbers of people. The
concepts are usually not very abstract.

Brase and fuchmond (2004) used a micro-
level theory about doctor-patient interactions
and perceptions. The theory stated that physican
attire affects doctor-patient interactions. It sug-

;,,.Kffi
Structural Functionalism

Major Concepts. System, equilibrium, dysfunction,
division of labor

Key Assumptions. Society is a system of interde-
pendent parts that is in equil ibrium or balance. Over
time, society has evolved from a simple to a complex
type, which has highly specialized parts. The parts of
society fulfill different needs or functions of the social
system. A basic consensus on values or a value svs-
tem holds society together.

Exchange Theory (also Rational Choice)
MajorConcepts. Opportunities, rewards, approval,
balance, credit

Key Assumptions. Human interactions are similar to
economic transactions. People give and receive re-
sources (symbolic, social approval, or material) and
try to maximize their rewards while avoiding pain, ex-
pense, and embarrassment. Exchange relations tend
to be balanced. lfthey are unbalanced, persons with
credit can dominate others.

Symbolic lnteractionism

Major Concepts. Sell reference group, role-playing,
perception

Key Assumptions. People transmit and receive svm-
bol ic communicat ion when they social ly interact .
People create perceptions of each other and social
settings. People largely act on their perceptions.
How people think about themselves and others is
based on their interactions.

Conflict Theory

Major Concepts. Power, exploitation, struggle, in-
equality, alienation

Key Assumptions. Society is made up of groups that
have opposing interests. Coercion and attempts to
gain power are ever-present aspects of human rela-
tions. Those in power attempt to hold on to their
power by spreading myths or by using violence if
necessary.
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gested that a patient makes judgments about a
physican's abilities based on attire and that a pa-
tient's trust-openness toward a physican is also af-
fected. It said that perceptions of physican
authority increased with traditional professional
formal attire over informal attire, but that trust-
openness was influenced in the opposite direction
as authority. Thirty-eight male and 40 female re-
search participants rated their perceptions of
same- and opposite-gender models who were
identified as being medical doctors, butwho were
wearing different attire. Findings showed that a
white coat and formal attire are clearly superior to
casual attire in establishing physican authority,
but it did not reduce trust-openness as expected.

Meso-lwel theorylinksmacro and micro lev-
els and operates at an intermediate level. Theo-
ries of organizations, social movements, and
communities are often at this level.

Roscigno and Danaher (2001) used meso-
level theory in a study on the i930s labor move-
ment among southern textile workers. The
researchers used a theory of movement subcul-
ture and political opportunity to explain grow-
ing labor movement strength and increased
strike activity among workers in one industry in
a region ofthe United States across several years.
They expected strike activity to grow as the result
of a strong movement subculture that carried a
message of injustice and a "political opportu-
nity" or the expectation among people that col-
lective action at a particular time would produce
positive results. Their study showed that a tech-
nological innovation (i.e., the spread of new ra-
dio stations with songs and discussions of
working conditions and unfair treatment) con-
tributed to the growth of a subculture of move-
ment solidarity among the textile workers and
fostered self-identity as a worker who had com-
mon interests with the other textile workers. The
technological innovation and events in the polit-
ical environment (i.e., union organizers and
speeches by the President of the United States)
also created a political opportunity for the work-
ers. The workers believed that collection action
(i.e., strike) was necessary to achieve justice and

would produce gains because other workers and
government authorities would support their ac-
tions.

Macro-lweltheory concerns the operation of
larger aggregates such as social institutions, en-
tire cultural systems, and whole societies. It uses
more concepts that are abstract.

Marx's study (1998) on race in the United
States, South A.frica, and Brazil used a macro-level
theory. He wanted to explain the conditions that
led Black people to engage in protest to gain firll
citizenship rights andhe examinedpatterns of na-.
tional racial politics in three counties across two {

centuries. His theory said that protest resulted in
an interaction between (1) race-based political
mobilization and (2) national government poli-
cies of racial domination (i.e., apartheid in South
Africa, Jim Crow laws in southern United States,
and no legalized race-based domination in
Brazil). Policies of racial domination developed
from practices of slavery exploitation, and dis-
crimination that justified White superiority. The
policies reinforced specific racial ideologies that
shaped national development during the twenti-
eth century. A critical causal factor was how
national political elites used the legalized domina-
tion of Blacks to reduce divisions amongWhites.
In nations that had large regional or class divi-
sions among Whites, national elites tried to
increase White backing for the national govern-
ment by creating legalized forms of racial domi-
nation. Over time, such legalized domination
froze racial divisions, which promoted a sense of
racial identity and consciousness among Blacks.
The strong sense of racial identity became a key
resource when Blacks mobilized politically to de-
mand full citizenship rights. Legalized racial dom-
ination also intensified the Blacks' protest and
directed it against the national government as the
societal institution that reinforced their experi-
ence of racial inequality.

Forms of Explanation

Prediction and Explanation. A theory's pri-
mary purpose is to explain. Many people con-
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fuse prediction with explanation. There are two
meanings or uses of the term explanation. Re_
searchers focus on theoretical explanation, alog-
ical argument that tells whysornething occurs. It
refers to a general rule or principle. ih"r. u." u
researcher's theoretical urgum.rrt or connec_
tions among concepts. The second type of expla_
nation, ordina-ry explanation, makes something
clear or describes something in a way that illusl
trates it and makes it intelligible. Forexample, a
good teacher "explains,, in the ordinury *rrr".
Ilr: *r types of explanation can blend together.
This occurs when a researcher explaini (i.e.,
3e: intelligible) his or her explanation (ire., a
logical argument involving tr.ory).

Prediction is a statement that something
will occur. It is easier to predict than to explain,
and an explanation has more logical powei than
prediction because good explariations also pre_
dlct. An explanation rarely predicts more than
one outcome, but the same outcome may be
predicted by opposing explanations. Although
it-is less powerfirl than explanation, many peo_
ple are entranced by the dramatic visibility of a
prediction.

A gambling example illustrates the differ_
ence between explanation and prediction. If I
enter a casino and consistently and accurately
predict the next card to appear or the next num_
ber on a roulette wheel, if mt U. ,.rrrutiorr"i. t
maywin a lot of money, at least until the casino
officials realize I am always winning urra."pel
me. Yet, my method of making the piedictions is
mo-re interesting than the faci thaf I can do so.
Telling you what I do to predict the next card is
more_fascinating than being able to predict.

Here is another example. you know that the
sun "rises" each morning. you can predict that
at some 

-time, 
every morning, wheiher or not

clouds obscure it, the sun will rise. But why is
this so? One explanation is that the Great irl f"
carries the sun across the sky on its back. an_
other explanation is that a god sets his arrow
ablaze,.which appears to ui as the sun, and
snoots rt across ,!. rt y. Fewpeople todaybelieve
these ancient explanations. The explanaiion you

probably accept involves a theory about the ro_
tation of the earth and the position of the sun,
the star of our solar system.ln this explanation,
the sun only appears to rise. The sun does not
move; its apparent movement depends on the
earth's rotation. We are on a planet that both
spins on its axis and orbits around a star millions
of miles away in space. All three explanations
make the same prediction: The sun'rises each
morning. As you can see, a weak explanation can
produce an accurate prediction. A good expla_
nation depends on a well_developeJtheory and
is confirmed in research by empirical observa_
tions.

Causal Explanation. Causal explanation, the
most common type of explanation, is used when
the relationship is one o].u.rr" and effect. We
use it all the time in everyday language, which
tends to be sloppy and ambiguous."wf,ui do _.
mean when we say cause? Foiexample, you may
say that poverty causes crime or thailooseness in
morals ciluses an increase in divorce. This does
not tellhow or why the causal process works.
Researchers try to be more precise and exact
when discussing causal relations.

Philosophers have long debated the idea of
cause. Some people argue that causality occurs
in theempirical world, but it cannot be'proved.
Causality is "out there" in objective ,.uliry arrd
researchers can only try to find evidence for it.
Others argue that causality is only an idea that
exists in the human mind, a mental construc_
tion, not something ..real,, 

in the world. ihis
second position holds that causality is only a
_convenient way of thinking about ihe rvorta.
Without entering into the lengthy philosophical
debate, many researchers pursue causal relation_
ships.

You need three things to establish causality:
temporal order, association, and the eliminatiln
of plausible alternatiyes. An implicit fourth
condition is an assumption that u .uur"t-..tu_
tionship makes re.tse o, fits with U.ouj", ur_
sumptions or a theoretical framework. Let us
examine the three basic conditions.
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The temporal order condition means that a
cause must come before an effect. This com-
monsense assumption establishes the direction
of causality: from the cause toward the effect.
You may ask, How can the cause come after
what it is to affect? It cannot, but temporal order
is only one of the conditions needed for causal-
ity. Temporal order is necessary but not suffi-
cient to infer causality. Sometimes people make
the mistake of talking about "cause" on the basis
of temporal order alone. For example, a profes-
sional baseball player pitches no-hit games when
he kisses his wife just before a game. The kissing
occurred before the no-hit games. Does that
mean the kissing is the cause of the pitching per-
formance? It is very unlikely. As another exam-
ple, race riots occurred in four separate cities in
1968, one day after an intense wave of sunspots.
The temporal ordering does not establish a
causal link between sunspots and race riots. Af-
ter all, all prior human history occurred before
some specific event. The temporal order condi-
tion simply eliminates from consideration po-
tential causes that occurred later in time.

It is not always easy to establish temporal
order. With cross-sectional research, temporal
order is triclcF. For example, a researcher finds
that people who have a lot ofeducation are also
less prejudiced than others. Does more educa-
tion cause a reduction in prejudice? Or do highly
prejudiced people avoid education or lack the
motivation, self-discipline, and intelligence
needed to succeed in school? Here is another ex-
ample. The students who get high grades in my
class say I am an excellent teacher. Does getting
high grades make them happy, so theyreturn the
favor by saylng that I am an excellent teacher
(i.e., high grades cause a positive evaluation)? Or
am I doing a great job, so students study hard
and learn a lot, which the grades reflect (i.e.,
their learning causes them to get high grades)? It
is a chicken-or-egg problem. To resolve it, a re-
searcher needs to bring in other information or
design research to test for the temporal order.

Simple causal relations are unidirectional.
operating in a single direction from the cause to

the effect. Most studies examine unidirectional
relations. More complex theories speci$r recip-
rocal-effect causal relations-that is, a mutual
causal relationship or simultaneous causality.
For example, studying a lot causes a student to
get good grades, but getting good grades also
motivates the student to continue to study. The-
ories often have reciprocal or feedback relation-
ships, but these are difficult to test. Some
researchers call unidirectional relations nonre-
cursive and reciprocal-effect relations recursive.

A researcher also needs an association for
causality. Two phenomena are associated if thei.
occur together in a patterned way or appear to
act together. People sometimes confuse correla-
tion with association. Correlation has a specific
technical meaning, whereas association is a more
general idea. A correlation coefficient is a statisti-
cal measure that indicates the amount of associ-
ation, but there are many ways to measure
association. Figure 2.2 shows 38 people from a
lower-income neighborhood and 35 people from
an upper-income neighborhood. Canyou see an
association between race and income level?

More people mistake association for causal-
ity than confuse it with temporal order. For ex-
ample, when I was in college, I got high grades on
the exams I took on Fridays but low grades on
those I took on Mondays. There was an associa-
tion between the day of the week and the exam
grade, but it did not mean that the day of the
week caused the exam grade. Instead, the reason
was that I worked 20 hours each weekend and
was very tired on Mondays. As another example,
the number of children born in India increased
until the late 1960s, then slowed in the 1970s. The
number of U.S.-made cars driven in the United
States increased until the late 1960s, then slowed
in the 1970s. The number of Indian children
born and the number of U.S. cars driven are as-
sociated: They vary together or increase and de-
crease at the same time. Yet there is no causal
connection. By coincidence, the Indian govern-
ment instituted a birth control program that
slowed the number of births at the same time
that Americans were buying more imported cars.
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Lower Income

Ifa researcher cannot find an association, a

causal relationship is unlikely. This is why re-

searchers attempt to find correlations and other

measures of association. Yet, a researcher can of-

ten find an association without causality. The as-

sociation eliminates potential causes that are not

associated, but it cannot definitely identify a

cause. It is a necessarybut not a sufficient condi-

tion. In other words, you need it for causality,

but it is not enough alone.
An association does not have to be perfect

(i.e., every time one variable is present, the other

also is) to show causality. In the example involv-

ing exam grades and days of the week, there is an

association if on 10 Fridays I got 7 As, 2 Bs, and

1 C, whereas my exam grades on 10 Mondays

were 6 Ds, 2 Cs, and 2 Bs. An association exists'

but the days ofthe week and the exam grades are

not perfectly associated. The race and income-

level association shown in Figure 2.2 is also an

imperfect association.
Eliminating alternatives means that a re-

searcher interested in causality needs to show

that the effect is due to the causal variable and

not to something else. It is also called no spuri-

ousness because an apparent causal relationship

that is actually due to an alternative but unrec-
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Upper Income

ognized cause is called a spurious relationship,

which is discussed in Chapter 4 (see Box 2.5).

Researchers can observe temporal order and

associations. They cannot observe the elimina-

tion of alternatives. They can only demonstrate
it indirectly. Eliminating alternatives is an ideal

because eliminating all possible alternatives is

impossible. A researcher tries to eliminate major

alternative explanations in two ways: through

built-in design controls and by measuring po-

tential hidden causes. Experimental researchers

build controls into the study design itself to

eliminate alternative causes. They isolate an ex-
perimental situation from the influence of all

variables except the main causal variable.
Researchers also tryto eliminate alternatives

by measuring possible alternative causes. This is

common in survey research and is called

controlling for another variable. Researchers use

statistical techniques to learn whether the causal

variable or something else operates on the effect

variable.
Causal explanations are usually in a linear

form or state cause and effect in a straight line: A

causes B B causes C C causes D.
The study by Brase and Richmond (2004)

on doctor-patient interactions discussed earlier
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As I was driving home from the university one day, I
heard a radio news report about gender and racial
bias in standardized tests. A person who claimed that
bias was a major problem said that the tests should
be changed. Since I work in the field of education and
disdain racial or gender bias, the report caught my
attention. Yet, as a social scientist, I critically evalu-
ated the news story. The evidence for a bias charge
was the consistent pattern ofhigher scores in math-
ematics for male high school seniors versus female
high school seniors, and for European-background
students versus African American students. Was the
cause of the pattern of different test scores a bias
built into the tests?

When questioned by someone who had de-
signed the tests, the person charging bias lacked a
crucial piece of evidence to support a claim of test

bias:  the educat ional  exper ience of  students.  l t
turns out that girls and boys take different numbers
and types of mathematics courses in high school.
Cirls tend to take fewer math courses. Among the
girls who complete the same mathematics curricu-
lum as boys, the gender difference dissolves. Like-
wise, a large percentage of African Americans
attend racially segregated, poor-quality schools in
inner c i t ies or in impover ished rural  areas. For
African Americans who attend high-quality subur-
ban schools and complete the same courses, racial
differences in test scores disappear. This evidence
suggests that inequality in education causes test
score differences. Although the tests may have
problems, identifying the real cause implies that
changing the tests without f irst improving or equal-
izing education could be a mistake.

used a causal explanation; it said physican attire
causes certain types ofpatient perceptions. The
studybyWeitzer and Tuch (2004, 2005) on po-
lice misconduct cited earlier used a causal ex-
planation. The cause was a person's group
position and competitive pressure with other
groups. These are causally linked to police en-
counters, either directly or indirectly, and inter-
pretions of news reports, which differ by group
position. The police encounters and the inter-
pretations ofnews reports cause very different
perceptions of police misconduct. We can re-
state the logic in a deductive causal form: If the
proposition is true, then we observe certain
things in the empirical evidence. Good causal
explanations identift a causal relationship and
specifi'a causal mechanism. A simple causal ex-
planation is: X causes Yor Yoccurs because of
X, where X and Yare concepts (e.g., early mar-
riage and divorce). Some researchers state
causality in a predictive form: If X occurs, then
Yfollows. Causality can be stated in many ways:

Xleads to Y, Xproduces y, Xinfluences Y, Xis
related to Y, the greaterXthe higher Y.

Here is a simple causal theory: A rise in un-
employment causes an increase in child abuse.
The subject to be explained is an increase in the
occurrence of child abuse. What explains it is a
rise in unemployment. We "explain" the in-
crease in child abuse by identifring its cause. A
complete explanation also requires elaborating
the causal mechanism. My theory says that when
people lose their jobs, they feel a loss of self-
worth. Once they lose self-worth, they become
easily frustrated, upset, and angry. Frustrated
people often express their anger by directing vi-
olence toward those with whom they have close
personal contact (e.g., friends, spouse, children,
etc.). This is especially true if they do not under-
stand the source of the anger or cannot direct it
toward its true cause (e.g., an employer, govern-
ment policy, or "economic forces").

The unemployment and child abuse exam-
ple illustrates a chain of causes and a causal



mechanism. Researchers can test different parts
of the chain. They might test whether unem-
ployment rates and child abuse occur together,
or whether frustrated people become yiolent to-
ward the people close to them. A typical research
strategy is to divide a larger theory into parts and
test various relationships against the data.

Relationships between variables can be pos-
itive or negative. Researchers imply a positive re-
lationship if they say nothing. A positive
relationship means that a higher value on the
causal variable goes with a higher value on the
effect variable. For example, the more education
a person has, the longer his or her life expectancF
is. A negative relationship means that a higher
value on the causal variable goes with a lower
value on the effect variable. For example, the
more frequently a couple attends religious ser-
vices, the lower the chances of their divorcing
each other. In diagrams, a plus sign (+) signifies
a positive relationship and a negative sign (-)
signifies a negative relationship.

Structural Explanation. A structural explana-
rlon is used with three types of theories: network,
sequential, and functional theories. Unlike a
causal effect chain, which is similar to a string of
balls lined up that hit one another causing each
to bounce in turn, it is more similar to a wheel
with spokes from a central idea or a spider web
in which each strand forms part of the whole. A
researcher making a structural explanation uses
a set of interconnected assumptions, concepts,
and relationships. Instead of causal statements,
he or she uses metaphors or analogies so that re-
lationships "make sense." The concepts and re-
lations within a theory form a mutually
reinforcing system. In structural explanations, a
researcher specifies a sequence ofphases or iden-
tifies essential parts that form an interlocked
whole.

Structural explanations are used in network
theory. Sanders, Nee, and Sernau (2002) ex-
plained Asian immigrant job seeking with net-
work theory. They used interview data on
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immigrants from the Philippines, Korea, Tai-
wan, and China in Los Angeles and found that
social networks matched and sorted immigrants
with jobs. New immigrants with limited lan-
guage and job skills sought employment either
with a co-ethnic employer or through informal
social ties (i.e., they consulted experienced
fiiends, relatives, and acquaintances and asked
them to be intermediaries). Network users ex-
panded job opportunities beyond employers in
their own ethnic group. Thus, ethnic network
ties were "bridge ties" (i.e., they helped immi-
grants get jobs beyond their ethnic community
by using co-ethnics who already made the tran-
sition to mainstream emplo;rment). Over time,
as language and job skills improved, these im-
migrants moved on to mainstream jobs. Immi-
grants lacking social ties, in limited networks, or
who worked for co-ethnics found it difficult to
get a mainstream job. Thus, a person's network
location, access to alarge and diverse network,
and use of network ties is what facilitated ob-
taining a mainstream job.

Structural explanations are also used in se-
quence theory. The panel study on volun-
teerism by Oesterle, |ohnson, and Mortimer
(2004) discussed in Chapter 1 employs se-
quence theory. The authors used a "life course"
perspective in which the impact of an event
happening at one phase of a person's life differs
what it would have been if the same happened at
other phases, and early events generally shape
events in later phases. The authors noted that
the transition to adulthood is a critical stage
when a person learns new social roles and adult
expectations. They found that the amounts and
types ofvolunteer activity in the last stage they
observed (age 26-27) was strongly influenced
by such activities at prior stages ofa person's life
(age 18-19). People who volunteered at an early
stage tended to volunteer at later stages. Those
who did not volunteer at an early stage or who
devoted full time to working or parenting at
other prior stages (18-19 years old) were less
likely to volunteer at a later stage (26-27 years
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old). Thus, later events flowed from an inter-
connected process in which earlier stages set a
course or direction that pointed to specific
events in a later stage.

Additionally, structural explanations are
used in functional theory.6 Functional theorists
explain an event by locating it within a larger,
ongoing, balanced social system. They often use
biological metaphors. These researchers explain
something by identifying its function within a
larger system or the need it firlfills for the sys-
tem. Functional explanations are in this form: "I
occurs because it serves needs in the system M."
Theorists assume that a system will operate to
stay in equilibrium and to continue over time. A
functional theory of social change says that, over
time, a social system, or society, moves through
developmental stages, becoming increasingly
differentiated and more complex. It evolves a
specialized division oflabor and develops greater
individualism. These developments create
greater efficiency for the system as a whole. Spe-
cialization and individualism create temporary
disruptions. The traditional ways of doing things
weaken, but new social relations emerge. The
system generates newways to fulfill functions or
satisfy its needs.

Kalmijn (1991) used a functional explana-
tion to explain a shift in how people in the
United States select marriagepartners. He relied
on secularization theory, which holds that on-
going historical processes of industrialization
and urbanization shape the development of so-
ciety. During these modernization processes,
people rely less on traditional ways of doing
things. Religious beliefs and local community
ties weaken, as does the family's control over
young adults. People no longer live their entire
lives in small, homogeneous communities.
Young adults become more independent from
their parents and from the religious organiza-
tions that formerly played a critical role in se-
lecting marriage partners.

Society has a basic need to organize the way
people select marriage partners and find part-
ners with whom they share fundamental values.

In modern society, people spend time away
from small local settings in school settings. In
these school settings, especially in college, they
meet other unmarried people. Education is a
major socialization agent in modern society.
Increasingly, it affects a person's future earn-
ings, moral beliefs and values, and ways of
spending leisure time. This explains why there
has been a trend in the United States for people
to marry less within the same religion and in-
creasingly to marry persons with a similar level
of education. In traditional societies, the family
and religious organization served the function
of socializing people to moral values and link-
ing them to potential marriage partners who
held similar values. In modern society, educa-
tional institutions largely fulfill this function
for the social system.

Interpretive Explanation The purpose of an
interpretive explanation is to foster understand-
ing. The interpretive theorist attempts to dis-
cover the meaning of an event or practice by
placing it within a specific social context. He or
she tries to comprehend or mentally grasp the
operation of the social world, as well as get a feel
for something or to see the world as another per-
son does. Because each person's subjective
worldview shapes how he or she acts, the re-
searcher attempts to discern others' reasoning
and view of things. The process is similar to
decoding a text or work of literature. Meaning
comes from the context of a cultural symbol
system.

Duneier's (1999) study of sidewalk life in
New York City discussed earlier in this chapter
used an interpretive explanation. An interpretive
explanation is also illustrated by Edelman,
Fuller, and Mara-Drita's (2001) study of how
companies adopted policies related to diversity
issues in the early 1990s-that is, affirmative ac-
tion and equal opportunity. The authors exam-
ined what managers said, or their rhetoric, about
diversity concerns. Rhetoric included various
statements about diversity made by professional
managers, business school professors, and con-



sultants in professional workshops, meetings,
specialized magazines, and electronic forums.

Edelman and colleagues (2001) found that
managers took legal ideas, terms, and concepts
and converted them into ones that fit into their
or ganizational setting. Profes sional managers
converted vague legal mandates and terms that
were based on ideas about racial discrimination
and ending injustice. They interjected their
own views, values, training, and interests and
produced slightly different ideas and proce-
dures. Management rhetoric changed legal
ideas from taking specific actions to end
racial-ethnic or gender discrimination and
changed them into a "new idea" for effective
corporate management. The "new idea" was
that corporations benefit from a culturally di-
verse workforce. Simply put, diversity is good
for company profits. They consolidated various
studies and discussions on how to improve cor-
porate operations around the new idea-a so-
cially heterogeneous workforce is more
creative, productive, and profitable.

The authors created a theory of "manageri-
alization of law" from their data. This theory
states that professional managers operate in a
corporate environment. They will not simply
take ideas and mandates created in a govern-
ment-legal environment and impose them di-
rectly onto a corporation's internal operations.
In fact, on the issue of affirmative action, many
corporate officials saw the legal ideas and re-
qirirements as hostile or alien. So the managers
converted, or translated, the legal ideas into an
acceptable fslm-6ns acceptable from a man-
agerial point of view. They used new forms to
move their corporations in a direction that
would comply with the legal requirements. This
is an interpretive explanation because the au-
thors explained a social event (i.e., corporations
embracing programs and rhetoric to favor
cultural diversity) by examining how the man-
agers subjectively constructed new ways oflook-
ing at, thinking about, and talking about the
diversity issue (i.e., they constructed a new
interpretation).
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THE THREE MA'OR APPROACHES
TO SOCIAL SCIENCE

We began this chapter by looking at small-scale
parts of a theory (i.e., ideas or concepts). We
moved toward larger aspects of social theory,
and arrived at major theoretical frameworks in
the last section. Now, we move to an even a
broader, more abstract level of the linkage be-
tween theory and research-fundamental ap-
proaches to social science. It involves issues
sometimes called m et q - m etho dolo gic al (i. e., be-
yond or supersized methodological concerns)
and blurs into areas ofphilosophy that studies
what science means. We only brieflv touch on
the issues here, but we cannot ignore them be-
cause they affect how people do social research
studies.

About 45 years ago, a now famous philoso-
pher of science, Thomas Kuhn, argued that the
way science develops in a specific field across
time is based on researchers sharing a general
approach, or paradigm. A paradigm is an inte-
grated set of assumptions, beliefs, models of do-
ing good research, and techniques for gathering
and analyzing data. It organizes core ideas, theo-
retical frameworks, and research methods. Kuhn
observed that scientific fields tend to be held to-
gether around a paradigm for a long period of
time. Very few researchers question the para-
digm, and most focus on operating within its
general boundaries to accumulate new knowl-
edge. On rare occasions in history, intellectual
difficulties increase, unexpected issues grow, and
troubling concerns over proper methods multi-
ply. Slowly, the members of a scientific field shift
in how they see things and switch to a new para-
digm. Once the new paradigm becomes firlly es-
tablished and widely adopted, the process of
accumulating knowledge begins anew.

Kuhn's explanation covered how most sci-
ences operate most of the time, but some fields
operate with multiple or competing paradigms.
This is the case in several ofthe social sciences.
This greatly bothers some social scientists, and
they believe having multiple paradigms hinders
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the growth ofknowledge. Theysee multiple par-
adigms as a sign of the immaturity or underde-
velopment of the "science" in the social sciences.
Some believe all social science researchers
should embrace a single paradigm and stop us-
ing alternatives to it.

Other social scientists accept the coexistence
of multiple paradigms. They recognize that this
can be confusing and often makes communicat-
ing difficult among those who use a different ap-
proach. Despite this, they argue that each social
science paradigm provides important kinds of
knowledge and insights, so to drop one would
limit what we can learn about the social world.
These social scientists note that no one definitely
can saywhich approach is "best" or even whether
it is necessary or highly desirable to have only one
paradigm. So instead of closing off an approach
that offers innovative ways to study social life and
gain insight into human behavior, they argue for
keeping a diversity ofapproaches.

In this section, we will look at three funda-
mental paradigms or approaches used in social
science. Each approach has been around for over
150 years and is used by many highly respected
professional researchers. These approaches are
unequal in terms of the number of followers,
quantity ofnew studies, and types ofissues acr-
dressed. Often, people who strongly adhere to
one approach disagree with researchers who use
another, or see the other approaches as being less
valuable or less "scientific" than their approach.
Although adherents to each approach may use
various research techniques, theories, and theo-
retical frameworks, researchers who adopt one
approach tend to favor certain research tech-
niques, theories, or theoretical frameworks over
others. The three approaches are positivism, in-
terpretive, and critical; each has internal divi-
sions, offshoots, and extensions, but these are
the core ideas of the three major approaches.

Positivist Approach

Positivism is the mostwidelypracticed social sci-
ence approach, especially in North America.

Positiyism sees social science research as funda-
mentally the same as natural science research; it
assumes that social reality is made up of objec-
tive facts that value-free researchers can precisely
measure and use statistics to test causal theories.
Large-scale bureaucratic agencies, companies,
and many people in the general public favor a
positivist approach because it emphasizes get-
ting objective measures of "hard facts" in the
form of numbers.

Positivists put a great value on the principle
of replication, even if only a few studies are repli-
cated. Replicqtion occurs when researchers or
others repeat the basics ofa study and get iden-
tical or very similar findings. Positivists em-
phasize replication and the ultimate test of
knowledge. This is because they believe that dif-
ferent observers looking at the same facts will get
the same results if they carefully speci!' their
ideas, precisely measure the facts, and follow the
standards of objective research. When many
studies by independent researchers yield similar
findings, confidence grows that we accurately
captured the workings of social reality and there-
fore scientific knowledge increases.

Ifa researcher repeats a study and does not
get similar findings, one or more of five possibil-
ities may be occurring: (1) the initial study was
an unusual fluke or based on a misguided un-
derstanding of the social world; (2) important
conditions were present in the initial study, but
no one was aware of their significance so they
were not specified; (3) the initial study, or the
repeat of it, was sloppy-it did not include very
carefi.rl, precise measures; (4) the initial study, or
the repeat of it, was improperly conducted-re-
searchers failed to closely follow the highest
standards for procedures and techniques, or
failed to be completely objective; or (5) the re-
peated study was an unusual fluke.

The positivist approach is nomothetic; it
means explanations use law or law-like princi-
ples. Positivists may use inductive and deductive
inquiry, but the ideal is to develop a general
causal law or principle then use logical deduc-
tion to specifr how it operates in concrete situa-
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tions. Next, the researcher empirically tests out-
comes predicted by the principle in concrete set-
tings using very precise measures. In this way, a
general law or principle covers many specific sit-
uations. For example, a general principle says
that when two social groups are unequal and
compete for scarce resources, in-group feelings
and hostility toward the other groups intensify,
and the competing groups are likely to engage in
conflict. The principle applies to sports teams,
countries, ethnic groups, families, and other so-
cial groupings. A researcher might deduce that
in cities with high levels of interracial inequality,
when jobs become more scarce and thereby in-
crease economic competition, each group will
express greater hostility about the other racial
groups, and intergroup conflict (e.g., riots,
demonstrations, violent attacks) will increase.

The vast majority of positivist studies are
quantitative, and positivists generally see the ex-
periment as the ideal way to do research. posi-
tivist researchers also use other quantitative
research techniques, such as surveys or existing
statistics, but tend to see them as approxima-
tions of the experiment for situations where an
experiment is impossible. Positivist researchers
advocate value-free science, seek precise quanti-
tative measures, test causal theories with statis-
tics, and believe in the importance of replicating
studies.

Interpretive Approach

The interpretive approach is also scientific, but
its sees the idea of "scientific" differently from
positivism. Unlike the positivist approach, inter-
pretive researchers say that human social life is
qualitatively different from other things studied
by science. This means that social scientists can-
not just borrow the principles of science from
the natural sciences. Instead, they believe it is
necessary to create a special type ofscience, one
based on the uniqueness of humans and one that
can really capture human social life.

Most researchers who use an interpretive
approach adopt a version ofthe constructionist

view of social reality. This view holds that hu-
man social life is based less on objective, hard,
factual reality than on the ideas, beliefs, and per-
ceptions that people hold about reality. In other
words, people socially interact and respond
based as much, if not more, on what theybilieve
to be real than what is objectively real. This
means that social scientists will be able to under-
stand social life only if they study how people go
about constructing social reality. As people grow
up, interact, and live their daily lives, they con-
tinuously create ideas, relationships, symbols,
and roles that they consider to be meaningful or
important. These include things such as intimate
emotional attachments, religious or moral
ideals, beliefs in patriotic values, racial-ethnic or
gender differences, and artistic expressions.
Rarely do people relate to the objective facts of
reality directly; instead, they do so through the
filter of these socially constructed beliefs and
perceptions. What positivists and many people
view to be objective facts (e.g., a person's
height), interpretive researchers say are only at
the trivial surface level of social iife. Or, the
"facts" are images/categories that humans cre-
ated (i.e., I am two meters tall) and we "forget,'
that people originated the images/categories but
now treat them as being separate from people
and objectively real.

Interpretive researchers are skeptical ofthe
positivist attempts to produce precise quantita-
tive measures of objective facts. This is because
they view social reality as very fluid. For most
humans, social reality is largely the shifting per-
ceptions that they are constantly constructing,
testing, reinforcing, or changing and that have
become embedded in social traditions or institu-
tions. For this reason, interpretive researchers
tend to trust and favor qualitative data. Theybe-
lieve that qualitative data can more accurately
capture the fluid processes of social reality. In
addition, they favor interpretive over causal
forms of theory (see discussion earlier in this
chapter).

Interpretive researchers are not likely to
adopt a nomothetic approach, but instead favor
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an idiographic form of explanation and use in-
ductive reasoning. Idiographic literally means
specific description and refers to explaining an
aspect of the social world by offering a highly de-
tailed picture or description of a specific social
setting, process, or t'?e of relationship. For ex-
ample, qualitative researchers do not see replica-
tion as the ultimate test of knowledge. Instead,
they emphasize verstehen or empathetic under-
standing. Verstehen is the desire of a researcher
to get inside the worldview of those he or she is
studying and accurately represent how the peo-
ple being studied see the world, feel about it, and
act. In other words, the best test of good social
knowledge is not replication but whether the re-

searcher can demonstrate that he or she really
captured the inner world and personal perspec-
tive of the people studied.

Critical Approach

The critical approach shares many features with
an interpretive approach, but it blends an objec-
tive/materialist with a constructionist view of so-
cial reality. The key feature of the critical
approach is a desire to put knowledge into ac-
tion and a beliefthat research is not value free.
Research is the creation ofknowledge, and peo-
ple regularly use knowledge to advance political-
moral ends. This gives doing social research a
strong connection to political-moral issues. The
researcher can decide to ignore and help those
with power and authority in society, or advance
social justice and empower the powerless.

Critical approach emphasizes the multilay-
ered nature ofsocial reality. On the surface level,
there is often illusion, m1th, and distorted think-
ing. The critical approach notes that people are
often misled, are subject to manipulated mes-
sages, or hold false ideas. Yet, beneath the sur-
face level at a deeper, often hidden level lies
"real" objective reality. Part ofthe task ofsocial
research is to strip away the surface layer of illu-
sion or falsehood. Although a researcher wants
to see beyond this layer, he or she does not en-
tirely ignore it. Such an outer layer is important

because it profoundly shapes much of human

action.
The critical approach has an activist orien-

tation and favors action research. Praxis is the
ultimate test of how good an explanation is in

the critical approach. It is a blending of theory
and concrete action; theory informs one about
the specific real-world actions one should take
to advance social change, and one uses the expe-
riences ofengaging in action for social change to

reformulate the theory. All the approaches see a

mutual relationship between abstract theory and
concrete empirical evidence, but the critical ap-
proach goes further and tries to dissolve the gap

between abstract theory and the empirical expe-
riences of using the theory to make changes in

the world.

THE DYNAMIC DUO

You have seen that theory and research are in-
terrelated. Only the naive, new researcher mis-
takenly believes that theory is irrelevant to
research or that a researcher just collects the
data. Researchers who attempt to proceed with-
out theory may waste time collecting useless
data. They easily fall into the trap of hazy and
vague thinking, faulty logic, and imprecise con-
cepts. They find it difficult to converge onto a
crisp research issue or to generate a lucid ac-
count of their study's purpose. They also find
themselves adrift as they attempt to design or
conduct empirical research.

The reason is simple. Theoryframes howwe
look at and think about a topic. It gives us con-
cepts, provides basic assumptions, directs us to
the important questions, and suggests ways for
us to make sense of data. Theory enables us to
connect a single study to the immense base of
knowledge to which other researchers con-
tribute. To use an analogy, theory helps a re-
searcher see the forest instead ofjust a single
tree. Theory increases a researcher's awareness
of interconnections and of the broader signifi-
cance ofdata (see Table 2.1).



TABLE 2. ' l  MajorAspectsandTypes
of SocialTheory

Direction

Level

Explanation

Abstraction

lnductive or deductive

Micro, meso, or macro

Causal, interpretive, or structural

Empirical generalization, middle
range, framework, or paradigm

Theory has a place in virtually all research,
but its prominence varies. It is generallyless cen-
tral in applied-descriptive research than in ba-
sic-explanatory research. Its role in applied and
descriptive research may be indirect. The con-
cepts are often more concrete, and the goal is not
to create general knowledge. Nevertheless, re-
searchers use theory in descriptive research to
refine concepts, evaluate assumptions of a the-
ory, and indirectly test hypotheses.

Theory does not remain fixed over time; it is
provisional and open to revision. Theories grow
into more accurate and comprehensive explana-
tions about the make-up and operation of the
social world in two ways. They advance as theo-
rists toil to think clearly and logically, bur this
effort has limits. The way a theory makes signif-
icant progress is by interacting with research
findings.

The scientific community expands and al-
ters theories based on empirical results. Re-
searchers who adopt a more deductive approach
use theory to guide the design of a study and the
interpretation of results. They refute, extend, or
modify the theory on the basis of results. As
researchers continue to conduct empirical re-
search in testing a theory, they develop confi-
dence that some parts of it are true. Researchers
may modify some propositions of a theory or re-
ject them ifseveral well-conducted studies have
negative findings. A theory's core propositions
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and central tenets are more difficult to test and
are refuted less often. In a slow process, re-
searchers may decide to abandon or change a
theory as the evidence against it mounts over
time and cannot be logically reconciled.

Researchers adopting an inductive ap-
proach follow a slightly different process. Induc-
tive theorizing begins with a few assumptions
and broad orienting concepts. Theory develops
from the ground up as the researchers gather
and analyze the data. Theory emerges slowly,
concept by concept and proposition by proposi-
tion in a specific area. The process is similar to a
long pregnancy. Over time, the concepts and
empirical generalizations emerge and mature.
Soon, relationships become visible, and re-
searchers weave together knowledge from dif[er-
ent studies into more abstract theory.

CONCLUSION

In this chapter, you learned about social the-
ory-its parts, purposes, and t1pes. The di-
chotomy between theory and research is an
artificial one. The value of theory and its neces-
sity for conducting good research should be
clear. Researchers who proceed without theory
rarely conduct top-quality research and fre-
quentlyfind themselves in a quandary. Likewise,
theorists who proceed without linking theory ro
research or anchoring it to empirical reality are
in jeopardy of floating offinto incomprehensible
speculation and conjecture. You are now famil-
iar with the scientific community, the dimen-
sions of research, and social theory.
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INTRODUCTION

Ethics include the concerns, dilemmas' and con-
flicts that arise over the proper way to conduct
research. Ethics help to define what is or is not
legitimate to do, or what "moral" research pro-
cedure involves. This is not as simple as it may
appear, because there are few ethical absolutes
and only agreed-upon broad principles. These
principles require judgment to apply and some
may conflict with others in practice. Many ethr-
cal issues askyou to balance two values: the pur-
suit of knowledge and the rights of research
participants or of others in society. Social re-
searchers balance potential benefits-such as
advancing the understanding of social life, im-
proving decision making, or helping research
participants-against potential 6s515-5u6}r a5
loss of dignity, self-esteem, privacy, or democra-
tic freedoms.

Social researchers confront many ethical
dilemmas and must decide how to act. They
have a moral and professional obligation to be
ethical, even ifresearch participants are unaware
ofor unconcerned about ethics.

Many areas of professional practice have
ethical standards (e.g., journalists, police depart-
ments, business corporations, etc.), but the eth-
ical standards for doing social research are often
stricter. To do professional social research, you
must both know the proper research techniques
(e.g., sampling) and be sensitive to ethical con-
cerns. This is not always easy. For centuries,
moral, legal, and political philosophers debated
the issues researchers regularly face.

It is difficult to appreciate fully the ethical
dilemmas experienced by researchers until you
actually begin to do research, but waiting until
the middle of a study is too late. You need to pre-
pare yourself ahead of time and consider ethical
concerns as you design a study so that you can
build sound ethical practices into a study's de-
sign. In addition, by developing sensitivity to
ethical issues, you will be alert to potential ethi-
cal concerns that can arise as you make decisions
rthile conducting a study. Also, an ethical aware-

ness will help you better understand the overall
research process.

Ethics begin and end with you, the individ-
ual social researcher. A strong personal moral
code by the researcher is the best defense against
unethical behavior. Before, during, and after
conducting a study, a researcher has opportuni-
ties to, and should, reflect on the ethics of re-
search actions and consult his or her conscience.
Ultimately, ethical research depends on the in-
tegrity of an individual researcher.

WHY BE ETHICAL?

Given that most people who conduct social re-
search are genuinely concerned about others,
you might ask, Why would any researcher ever
act in an ethically irresponsible manner? Most
unethical behavior is due to a lack of awareness
and pressures on researchers to take ethical
shortcuts. Researchers face pressures to build a
career, publish new findings, advance knowl-
edge, gain prestige, impress family and friends,
hold on to a job, and so forth. Ethical research
will take longer to complete, cost more money'
be more complicated, and be less likely to pro-
duce unambiguous results. Plus, there are many
opportunities in research to act unethically' the
odds of getting caught are small, and written
ethical standards are in the form ofvague, loose
principles.

The ethical researcher gets few rewards and
wins no praise. The unethical researcher' if
caught, faces public humiliation, a ruined career'
and possible legal action. The best preparation
for ethical behavior is to internalize a sensitivity
to ethical concerns, to adopt a serious profes-
sional role, and to interact regularly with other
researchers. Moreover, the scientific community
demands ethical behavior without exceptions.

Scientific Misconduct

The research community and agencies that fund
research oppose a type of unethical behavior
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called scientific misconduct; it includes research
fraud and plagiarism. Scientific misconduct oc_
curs when a researcher falsifies or distorts the
data or the methods of data collection, or plagia_
rizes the work of others. It also includes sienifi_
cant, unjustified departures from the genlraily
accepted scientific practices for doing and re_
porting on research. Research fraud occurs when
a researcher fakes or invents data that he or she
did not really collect, or fails to honestly and
firllyreport howhe or she conducted a study. Al_
though rare, it is considered a very serious viola-
tion. The most famous case of research fraud
was that of Sir Cyril Burt, the father of British
educational psychology. Burt died in I97I as an
esteemed researcher who was famous for his
studies with twins that showed a genetic basis of
intelligence. In 1976, it was discovered that he
had falsified data and the names of coauthors.
Unfortunately, the scientific community had
been misled for nearly 30 years. More recently, a
social psychologist was discovered to have fabri_
cated data for several experiments on sex bias
conducted at Harvard University in the tg9Os.
Plagiarism occurs when a..raur.ir., ..steals,' the
ideas or writings of another or uses them with_
out citing the source. plagiarism also includes
stealing the work of another researcher, an assis_
tant, or a student, and misrepresenting it as
one's own. These are serious breaches of ethical
standards.l

Unethicalbut Legal

Behavior may be unethical but legal (i.e., not
break any law). A plagiarism case illustrates the
distinction between legal and ethical behavior.
The American Sociological Association docu_
mented that a 1988 book without any footnotes
by a dean from Eastern New Mexico University
contained large sections of a 197g dissertation
that a sociology professor at Tufts University
y9t.. Copying the dissertarion w as not illegal; it
did not violate copyright law because the sJcio-
ogist's dissertation did not have a copyright filed
with the U.S. government. Neverthii.ri it *u,

FIcURE 3.1 TypoloryofLegaland 
r

MoralActions in Social
Research

LEGAL

ETHICAL

Yes No

Yes Moral and Legal Legal but lmmoral

No lllegal but Moral lmmoral and lllegal

clearly unethical according to standards ofpro_
fessional behavior.2 (See Figure 3.1 for relations
between legal and moral actions.)

POWER RELATIONS

A professional researcher and the research par_
ticipants or employee-assistants are in a rela_
tionship of unequal power and trust. An
experimenter, survey director, or research inves_
tigator has power over participants and assis_
tants, and in turn, theytrust his or her judgment
and authority. The researcher,s credeitials,
training, professional role, and the place ofsci_
ence in modern society legitimate the power and
make it into a form of expert authoiity. Some
ethical issues involve an abuse of power and
trust. A researcher's authority to conduct social
research and to earn the trust of others is ac_
companied always by an unyielding ethical re_
sponsibility to guide, protect, and oversee the
interests of the people being studied.

When looking for ethical guidance, re_
searchers are not alone. They can turn to a num_
ber of resources: professional colleagues, ethical
advisory committees, institutional review boards
or human subjects committees at a college or in_
stitution (discussed later), codes of ethics bv
professional associations (discussed later in this
chapter), and writings on ethics in research. The
larger research community firmly supports and
upholds ethical behavior, even if an-individual
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researcher is ultimately responsible to do what is
ethical in specific situations.

ETHICAL ISSUES INVOLVING
RESEARCH PARTICIPANTS

Have you ever been a participant in a research
study? If so, how were you treated? More atten-
tion is focused on the possible negative efflects of
research on those being studied than any other
ethical issue, beginning with concerns about
biomedical research. Acting ethically requires
that a researcher balance the value ofadvancing
knowledge against the value of noninterference
in the lives of others. Either extreme causes
problems. Giving research participants absolute
rights of noninterference could make empirical
research impossible, but giving researchers ab-
solute rights of inquiry could nullifr Partici-
pants'basic human rights. The moral question
becomes: When, if ever, are researchers justified

in risking physical harm or injury to those being
studied, causing them great embarrassment or
inconvenience, violating their privary, or fright-
ening them?

The law and codes of ethics recognize some
clear prohibitions: Never cause unnecessarF or
irreversible harm to subjects; secure prior vol-
untary consent when possible; and never unnec-
essarily humiliate, degrade, or release harmfirl
information about specific individuals that was
collected for research purposes. In other words,
you should always show respect for the research
participant. These are minimal standards and
are subject to interpretation (e.g., What does
unnecessary mean in a specific situation?)'

Origins of Research Pafticipant
Protection

Concern over the treatment of research partici-
pants arose after the revelation of gross viola-
tions of basic human rights in the name of
science. The most notorious violations were
"medical experiments" conducted on Iews and

others in Nazi Germany, and similar "medical

experiments" to test biological weapons by

|apan in the 1940s. In these experiments, terrible
tortures were committed. For example, people
were placed in freezing water to see how long it
took them to die, people were purposely starved
to death, people were intentionally infected with
horrible diseases, and limbs were severed from
children and transplanted onto others.3

Such human rights violations did not occur
only long ago. In a famous case of unethical re-
search, the Tuskegee Slphilis Study, also known
as Bad Blood, the President of the United States !

admitted wrongdoing and formally apologized
in 1997 to the participant-victims. Until the
1970s, when a newspaper report caused a scan-
dal to erupt, the U.S. Public Health Service
sponsored a study in which poor, uneducated
African American men in Alabama suffered and
died of untreated syphilis, while researchers
studied the severe physical disabilities that ap-
pear in advanced stages ofthe disease. The un-
ethical study began in l929,before penicillin was
available to treat the disease, but it continued
long after treatment was available. Despite their
unethical treatment of the people, the re-
searchers were able to publish their results for 40
years. The study ended in 1972, but a formal
apology took another 25 Yeats."

Unfortunately, the Bad Blood scandal is not
unique. During the Cold War era, the U.S. gov-
ernment periodically compromised ethical re-
search principles for military and political goals.
In 1995, reports revealed that the goYernment
authorized injecting unknowing people with ra-
dioactive material in the late 1940s. In the 1950s'
the government warned Eastman Kodak and
other film manufacturers about nuclear fallout
from atomic tests to prevent fogged film, but it
did not warn nearby citizens of health hazards.
in the 1960s, the U.S. army gave unsuspecting
soldiers LSD (a hallucinogenic drug), causing se-
rious trauma. Today, researchers widely recog-
nize these to be violations of two fundamental
ethical principles: Avoid physical harm and ob-
tain informed consent.s



Physical Harm, Psychological Abuse,
and Legal feopardy
Social research can harm a research participant
in several ways: physical, psychological, and legal
harm, as well as harm to a person's career) repu-
tation, or income. Different types of harm are
more likely in other types of research (e.g., in ex-
periments versus field research). It is a re-
searcher's responsibility to be aware of all types
ofpotential harm and to take specific actions to
minimize the risk to participants at all times.

PhysicalHarm. Physical harm is rare. Even in
biomedical research, where the intervention into
a person's life is much greater, 3 to 5 percent of
studies involved any person who suffered any
harm.6 A straightforward ethical principle is that
researchers should never cause physical harm.
An ethical researcher anticipates risks before be-
ginning a study, including basic safety concerns
(e.g., safe buildings, furniture, and equipment).
This means that he or she screens out high-risk
subjects (those with heart conditions, mental
breakdown, seizures, etc.) if great stress is in-
volved and anticipates possible sources ofinjury
or physical attacks on research participants or
assistants. The researcher accepts moral and le-
gal responsibility for injury due to participation
in research and terminates a project immediately
if he or she can no longer fully guarantee the
physical safety of the people involved (see the
Zimbardo study in Box 3.1).

Psychological Abuse, Stress, or Loss of Self-
Esteem, The risk of physical harm is rare, but
social researchers can place people in highly
stressful, embarrassing, anxiety-producing, or
unpleasant situations. Researchers want to learn
about people's responses in real-life, high-anxi-
ety-producing situations, so they might place
people in realistic situations of psychological dis-
comfort or stress. Is it unethical to cause dis-
comfort? The ethics of the famous Milgram
obedience study are still debated (see Box 3.1).
Some say that the precautions taken and the
knowledge gained outweighed the stress and po-
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tential psychological harm that research partici-
pants experienced. Others believe that the ex-
treme stress and the risk of permanent harm
were too great. Such an experiment could not be
conducted today because of heightened sensitiv-
ity to the ethical issues involved.

Social researchers have created high levels of
anxiety or discomfort. They have exposed par-
ticipants to gruesome photos; fuk"ly told male
students that they have strong feminine person-
ality traits; falsely told students that they have
failed; created a situation of high fear (e.g.,
smoke entering a room in which the door is
locked); asked participants to harm others;
placed people in situations where they face social
pressure to deny their convictions; and had par-
ticipants lie, cheat, or steal.T Researchers who
study helping behavior often place participants
in emergency situations to see whether they will
lend assistance. For example, Piliavin and asso-
ciates (1969) studied helping behavior in sub-
ways by faking someone's collapse onto the
floor. In the field experiment, the riders in the
subway car were unaware of the experiment and
did not volunteer to participate in it.

The only researchers who might even con-
sider conducting a study that purposely induces
great stress or anxiety in research participants
are very experienced and take all necessary pre-
cautions before inducing anxiety or discomfort.
The researchers should consult with others who
have conducted similar studies and mental
health professionals as they plan the studn They
should screen out high-risk populations (e.g.,
those with emotional problems or weak hearts),
and arrange for emergenry interventions or ter-
mination of the research if dangerous situations
arise. They must always obtain written informed
consent (to be discussed) before the research
and debrief the people immediately afterward
(i.e., explain any deception and what actually
happened in the study). Researchers should
never create unnecessary stress (i.e., beyond the
minimal amount needed to create the desired ef-
fect) or stress that lacks a very clear, legitimate
research purpose. Knowing what "minimal
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Stanley Milgram's obedience study (Milgram, 1963'
1 965, 1 974) attempted to discover how the hor-
rors of the Holocaust under the Nazis could have oc-
curred by examining the strength of social pressure
to obey authority. After signing "informed consent
forms," subjects were assigned, in rigged random se-
lection, to be a "teacher" while a confederate was the
"pupil." The teacher was to test the pupil 's memory
of word lists and increase the electric shock level if
the pupil made mistakes. The pupil was located in a
nearby room, so the teacher could hear but not see
the pupil. The shock apparatus was clearly labeled
with increasing voltage. As the pupil made mistakes
and the teacher turned switches, she or he also made
noises as ifin severe pain. The researcherwas present
and made comments such as "You must go on" to
the teacher. Milgram reported, "subjects were ob-
served to sweat, tremble, stutter, bite their l ips,
groan and dig their fingernails into their flesh' These
were characteristic rather than exceptional re-
sponses to the experiment" (Milgram , 1963:37 5).
The percentage of subjects who would shock to dan-
gerous levels was dramatically higher than expected.
Ethical concerns arose over the use of deception and
the extreme emotional stress experienced by
subjects.

In Laud Humphreys's (Humphreys, 1975) tea'
room trade study (a study of male homosexual en-
counters in public restrooms), about 1 00 men were
observed engaging in sexual acts as Humphreys pre-
tended to be a "watchqueen" (a voyeur and look-
out). Subjects were followed to their cars, and their
license numbers were secretly recorded. Names and
addresses were obtained from police registers when
Humphreys posed as a market researcher. One year

later, in disguise, Humphreys used a deceptive story

about a health survey to interview the subjects in

their homes. Humphreys was careful to keep names
in safety deposit boxes, and identifiers with subject
names were burned. He significantly advanced knowl-
edge of homosexuals who frequent "tearooms" and
overturned previous false beliefs about them. There
has been controversy over the study: The subjects
never consented; deception was used; and the names
could have been used to blackmail subjects, to end

marriages, or to init iate criminal prosecution.
ln the Zimbardo prison experiment (Zimbardo'

1972, 1973; Zimbardo et al., 1973, 1974), nale
students were divided into two role-playing groups:
guards and prisoners. Before the experiment, volun-
teer students were given personality tests, and only
those in the "normal" range were chosen. Volunteers
signed up for two weeks, and prisoners were told that
they would be under surveil lance and would have

some civil r ights suspended, but that no physical

abuse was allowed. ln a simulated prison in the base-
ment of a Stanford University building, prisoners

were deindividualized (dressed in standard uniforms
and called only by their numbers) and guards were
militarized (with uniforms, nightsticks, and reflective
sunglasses). Guards were told to maintain a reason-
able degree of order and served 8-hour shifts, while
prisoners were locked up 24 hours per day. Unex-
pectedly, the volunteers became too caught up in

their roles. Prisoners became passive and disorga-
nized, while guards became aggressive, arbitrary, and
dehumanizing. By the sixth day, Zimbardo called off

the experiment for ethical reasons. The risk of per-

manent psychological harm, and even physical harm,
was too great.

amount" means comes with experience. It is best

to begin with too little stress, risking a finding of

no effect, than to create too much. It is always
wise to work in collaboration with other re-

searchers when the risk to participants is high,

because the involvement of several ethically sen-

sitive researchers reduces the chances of making

an ethical misjudgment.
Research that induces great stress and anx-

iety in participants also carries the danger that

experimenters will develop a callous or manip-

ulative attitude toward others. Researchers



have reported feeling guilt and regret after con-
ducting experiments that caused psychological
harm to people. Experiments that place sub-
jects in anxiety-producing situations may pro-
duce significant personal discomfort for the
ethical researcher.

Legal Harm. A researcher is responsible for
protecting research participants from increased
risk of arrest. If participation in research in-
creases the risk of arrest, few individuals will
trust researchers or be willing to participate in
future research. Potential legal harm is one crit-
icism of Humphreys's 1975 tearoom trade study
(see Box 3.1).

A related ethical issue arises when a re-
searcher learns of illegal activity when collecting
data. A researcher must weigh the value of pro-
tecting the researcher-subject relationship and
the benefits to future researchers against poten-
tial serious harm to innocent people. The re-
searcher bears the cost of his or her judgment.
For example, in his field research on police, Van
Maanen (1982:114-115) reported seeing police
beat people and witnessing illegal acts and irreg-
ular procedures, but said, "On and following
these troublesome incidents I followed police
custom: I kept my mouth shut."

Field researchers in particular can face
difficult ethical decisions. For example, when
studying a mental institution, Taylor (19S7) dis-
covered the mistreatment and abuse of inmates
by the staff. He had two choices: Abandon the
study and call for an immediate investigation, or
keep quiet and continue with the study for sev-
eral months, publicize the findings afterwards,
and then become an advocate to end the abuse.
After weighing the situation, he followed the lat-
ter course and is now an activist for the rights of
mental institution inmates.
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undermining future social research. At the same
time, a researcher who fails to report illegal behav-
ior is indirectly permitting criminal behavior. He
or she couldbe charged as an accessoryto a crime.
Cooperation with law-enforcement offi cials raises
the question, Is the researcher a professional sci-
entist who protects research participants in the
process of seeking knowledge, or a free-lance un-
dercover informant who is really working for the
police trying to "catch" criminals?

Other Harm to Participants

Research participants may face other types of
harm. For example, a survey interview may cre-
ate anxiety and discomfort if it asks people to re-
call unpleasant or traumatic events. An ethical
researcher must be sensitive to any harm to par-
ticipants, consider precautions, and weigh po-
tential harm against potential benefits.

Another type of harm is a negative impact
on the careers, reputations, or incomes of re-
search participants. For example, a researcher
conducts a survey of employees and concludes
that the supervisor's performance is poor. As a
consequence, the supervisor loses her job. Or, a
researcher studies homeless people living on the
street. The findings show that many engage in
petty illegal acts to get food. As a consequence, a
city government "cracks down" on the petty ille-
gal acts and the homeless people can no longer
eat. What is the researcher's responsibility? The
ethical researcher considers the consecuences of
research for those being studied. The general
goal is not to cause any harm simply because
someone was a research participant. However,
there is no set answer to such questions. A re-
searcher must evaluate each case, iveigh poten-
tial harm against potential benefits, and bear the
responsibility for the decision.

In some studies, observing illegal behavior h-_^_r:^-
may be central to the research project. If a re- 

uecePtlon

searcher covertly observes and records illegal Has anyone ever told you a half-truth or lie to
behavior,thensuppliestheinformationtolaw-en- get you to do something? How did you feel
forcementauthorities,heorsheisviolatingethical about it? Social researchers follow the ethical
standards regarding research participants and is principle of wluntary consent: Never force any-
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one to participate in research, and do not lie to
anyone unless it is necessary and the only way to
accomplish a legitimate research purpose. The
people who participate in social research should
explicitly agree to participate. A person's right
not to participate can be a critical issue when-
ever the researcher uses deception, disguises the
research. or uses covert research methods.

Social researchers sometimes deceive or lie
to participants in field and experimental re-
search. A researcher might misrepresent his or
her actions or true intentions for legitimate
methodological reasons. For example, if partici-
pants knewthe true purpose, theywould modifr
their behavior, making it impossible to learn of
their real behavior. Another situation occurs
when access to a research site would be impossi-
ble if the researcher told the truth. Deception is
never preferable if the researcher can accomplish
the same thing without using deception.

Experimental researchers often deceive sub-
jects to prevent them from learning the hypoth-
esis being tested and to reduce "reactive effects"
(see Chapter 8). Deception is acceptable only if a
researcher can show that it has a clear, specific
methodological purpose, and even then, the re-
searcher should use it only to the minimal de-
gree necessary. Researchers who use deception
should always obtain informed consent, never
misrepresent risks, and always explain the actual
conditions to participants afterwards. You might
ask, How can a researcher obtain prior informed
consent and still use deception? He or she can
describe the basic procedures involved and con-
ceal only specific information about hlpotheses
being tested.

Sometimes field researchers use covert ob-
servation to gain entry to field research settings.
In studies of cults, small extremist political sects,
illegal or deviant behavior, or behavior in a large
public area, it may be impossible to conduct re-
search if a researcher announces and discloses
her or his true purpose. Ifa covert stance is not
essential, a researcher should not use it. If he or
she does not know whether covert access is nec-
essary then a strategy of gradual disclosure may

be best. When in doubt, it is best to err in the di-
rection of disclosing one's true identity and pur-
pose. Covert research remains controversial, and
many researchers feel that all covert research is
unethical. Even those who accept covert research
as ethical in certain situations say that it should
be used onlywhen overt observation is impossi-
ble. Whenever possible, the researcher should
inform participants of the observation immedi-
ately afterwards and give them an opportunity
to express concerns.

Deception and covert research may increase
mistrust and qfnicism as well as diminish public
respect for social research. Misrepresentation in
field research is analogous to being an under-
cover agent or government informer in nonde-
mocratic societies. The use of deception has a
long-term negative effect. It increases distrust
among people who are frequently studied and
makes doing social research more difficult in the
long term.

lnformed Consent

A fundamental ethical principle of social re-
search is: Never coerce anyone into participat-
ing; participationmustbe voluntary at all times.
Permission alone is not enough; people need to
know what they are being asked to participate in
so that they can make an informed decision. Par-
ticipants can become aware of their rights and
what they are getting involved in when they read
and sign a statement giwng informed consent-
an agreement by participants stating they are
willing to be in a study and they know some-
thing about what the research procedure will in-
volve.

Governments vary in the requirement for
informed consent. The U.S. federal government
does not require informed consent in all re-
search involving human subjects. Nevertheless,
researchers should get written informed consent
unless there are good reasons for not obtaining it
(e.g., covert field research, use ofsecondary data,
etc.) as judged by an institutional review board
(IRB) (see the later discussion of IRBs).
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Informed consent statements provide spe_
cific information (see Box 3.2). A general staie_
ment about the kinds ofprocedures or questions
involved and the uses of the data are sufficient
for informed consent. Studies suggest that par_
ticipants who receive a full informed conienr
statement do not respond differently from those
who do not. If anlthing, people who refused to
sign such a statement were more likely to guess
or answer "no response" to questions.

It is unethical to coerce people to partici_
pate,,including offering them special benefits
that they cannot otherwise attain. For example,
it is unethical for a commanding officer to orider
a soldier to participate in a stud|, for a professor
to require a student to be a research zubiect in
order to pass a course, or for an employer to ex_
pect an employee to complete u ,urr.y'u, u .or_

dition of continued employment. It is unethical
even if someone other than the researcher (e.g.,
an employer) coerces people (e.g., employees) to
participate in research.

Full disclosure with the researcher,s identifi_
cation helps to protect research participants
against fraudulent research and to protectiegit_
imate researchers. Informed consent lessens the
chance that a con artist in the guise of a re_
searcher will defraud or abuse people. It also re_
duces the chance that someone will use a boeus
researcher identity to market products or obtlin
personal information on people for unethical
purposes.

Legally, a signed informed consent state_
ment is optional for most survey, field, and sec_
ondary data research, but it is often mandat<1ry
for experimental research. Informed consent is
impossible to obtain in existing statistics and
documentary research. The general rule is: The
greater the risk of potential harm to research
participants, the greater the need to obtain a
written informed consent statement from them.
In sum, there are many sound reasons to get in_
formed consent and few reasons not to gei it.

Special Populations and New
Inequalities

Some populations or groups of research partici_
pants are not capable of giving true voluniary in_
formed 

-cols 
ent. Sp ecial p opulations are peopie

who lack the necessary cognitive compet;ito
give valid informed consent or people in a weak
position who might cast aside their freedom to
refuse to participate in a study. Students, prison
inmates, employees, military p..ron.r.i, th"
homeless, welfare recipients, children, and the
developmentally disablid may not be fully capa_
ble of making a decision, or they 

-uy 
ugr." ao

participate only because they see their participa_
tion as a way to obtain a desired good_such as
higher grades, early parol., prorrroliorrs, or addi_
tional services. It is unethical to involve,.incom_
pet:nt people (e.g., children, mentally disabled,
etc.) in research unless a researcher meets two

Informed consent statements contain the following:

1. A brief description of the purpose and proce_
dure ofthe research, including the expected du_
ration ofthe study

2. A statement of any risks or discomfort associ_
ated with participation

3. A guarantee of anonymity and the confidential_
ity of records

4. The identif ication of the researcher and of
where to receive information about subiects'
rights or questions about the study

5. A statement that participation is completely vol_
untary and can be terminated at anv time with_
out penalty

6. A statement of alternative procedures that mav
be used

Z. A statement of any benefits or compensation
provided to subjects and the number ofsubiects
involved

8. An offer to provide a summary of findings
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minimal conditions: (1) a legal guardian grants
written permission and (2) the researcher fol-
lows all standard ethical principles to protect
participants from harm. For example, a re-
searcher wants to conduct a survey of high
school students to learn about their sexual be-
havior and drug/alcohol use. Ifthe surveyis con-
ducted on school property, school officials must
give official permission. For any research partic-
ipant who is a legal minor (usually under 18
years old), written parental permission is
needed. It is best to ask permission from each
student, as well.

The use of coercion to participate can be a
tricky issue, and it depends on the specifics of a
situation. For example, a convicted criminal
faces the alternative of imprisonment or partici-
pation in an experimental rehabilitation pro-
gram. The convicted criminal may not believe in
the benefits of the program, but the researcher
may believe that it will help the criminal. This is
a case of coercion. A researcher must honestly
judge whether the benefits to the criminal and to
society greatly outweigh the ethical prohibition
on coercion. This is risky. History shows many
cases in which a researcher believed he or she
was doing something "for the good of' someone
in a powerless position (e.g., prisoners, students,
homosexuals), but it turned out that the "good"
actually was for the researcher or a powerful or-
ganizationin society, and it did more harm than
good to the research participant.

You may have been in a social science class
in which a teacher required you to participate as
a subject in a research project. This is a special
case ofcoercion and is usually ethical. Teachers
have made three arguments in favor of requiring
student participation: (1) it would be difficult
and prohibitively expensive to get participants
otherwise, (2) the knowledge created from re-
search with students serring as subjects benefits
future students and society, and (3) students will
learn more about research by experiencing it di-
rectly in a realistic research setting. Of the three
arguments, only the third justifies limited coer-
cion. This limited coercion is acceptable only as

long as it meets three conditions: it is attached to
a clear educational obiective, the students have a
choice of research experience or an alternative
activity, and all other ethical principles of re-
search are followed.

Avoid Creating New Inequalities. Another
type of harm occurs when one group of people is
denied a service or benefit as a result of partici-
pating in a research project. For example, a re-
searcher might have a new treatment for people
with a terrible disease, such as acquired immune
deficiency syndrome (AIDS). To determine the
effects of the new treatment, half the group is
randomly chosen to receive the treatment, while
others receive nothing. The design may clearly
show whether the treatment is effective, but par-
ticipants in the group who receive no treatment
may die. Of course, those receiving the treat-
ment may also die, until more is known about
whether it is effective. Is it ethical to deny people
who have been randomly assigned to a study
group the potentially life-saving treatment?
What if a clear, definitive test ofwhether a treat-
ment is effective requires that one study group
receive no treatment?

A researcher can reduce creating a new in-
equality among research participants when the
outcome has a major impact on their survival or
quality of life in three ways. First, the people who
do not receive the "new, improved" treatment
continue to receive the best previously accept-
able treatment. In other words, instead of deny-
ing all assistance, they get the best treatment
available prior to the new one being tested. This
ensures that people will not suffer in absolute
terms, even if they temporarily fall behind in rel-
ative terms. Second, researchers can use a
crossover design, which is when a study group
that gets no treatment in the first phase of the
experiment becomes the group with the treat-
ment in the second phase, and vice versa. Finally,
the researcher continuously monitors results. If
it appears early in the study that the new treat-
ment is highly effective, the researcher should
offer it to those in the control group. Also, in
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high-risk experiments with medical treatments
or possible physical harm, researchers may use
animal or other surrogates for humans.

Privacy, Anonymity, and
Confidentiality

How would you feel if private details about your
personal life were shared with the public without
your knowledge? Because social researchers
sometimes transgress the privacy of people in
order to study social behavior, they must take
several precautions to protect research partici-
pants'privacy.

Privacy. Survey researchers invade a person's
privacy when they probe into beliefs, back-
grounds, and behaviors in a way that reveals in-
timate private details. Experimental researchers
sometimes use two-way mirrors or hidden mi-
crophones to "spy" on subjects. Even ifpeople
know they are being studied, they are unaware of
what the experimenter is looking for. Field re-
searchers may observe private aspects of behav-
ior or eavesdrop on conversations.

In field research, privacy may be violated
without advance warning. When Humphreys
(1975) served as a "watchqueen" in a public rest-
room where homosexual contacts tookplace, he
observed very private behavior without inform-
ing subjects. When Piliavin and colleagues

\I?69) had people collapse on subways to siudy
tfulping behavior, those in the subway car had
the privacy of their ride violated. people have
been studied in public places (e.g., in waiting
rooms, walking down the street, in classrooms,
etc.), but some "public" places are more private
than others (consider, for example, the use of
periscopes to observe people who thought they
were alone in a public toilet stall).

Eavesdropping on conversations and ob-
serving people in quasi-private areas raises ethi-
cal concerns. To be ethical, a researcher violates
privacy only to the minimum degree necessary
and only for legitimate research purposes. In ad-
dition, he or she takes steps to protect the infor-
mation on participants from public disclosure.

Anonymity, Researchers protect privacy by
not disclosing a participant's identity after in-
formation is gathered. This takes two forms,
both ofwhich require separating an individual,s
identity from his or her responses: anonymity
and confidentiality. Anonymity meansthat peo-
ple remain anonymous or nameless. For exam-
ple, a field researcher provides a social picture of
a particular individual, but gives a fictitious
name and location, and alters some characteris-
tics. The subject's identity is protected, and the
individual remains unknown or anon)rynous.
Survey and experimental researchers discard the
names or addresses of subjects as soon as possi-
ble and refer to participants by a code number
only to protect anonymity. If a researcher uses a
mail survey and includes a code on the cues-
tionnaire to determine which respondents failed
to respond, he or she is not keeping respondents
anonymous during that phase of the study. In
panel studies, researchers track the same indi-
viduals over time, so they do not uphold partic-
ipant anonymity within the study. Likewise,
historical researchers use specific names in his-
torical or documentary research. They may do
so if the original information was from public
sources; if the sources were not publicly avail-
able, a researcher must obtain written permis-
sion from the owner of the documents to use
specific names.

It is difficult to protect research participant
anongnity. In one study about a fictitious town,
"Springdale," in Small Town in Mass Sociery
(Vidich and Bensman, 1968), it was easy to iden-
tifythe town and specific individuals in it. Town
residents became upset about how the re-
searchers portrayed them and staged a parade
mocking the researchers. People often recognize
the towns studied in community research. yet, if
a researcher protects the identities of individuals
with fictitious information, the gap between
what was studied and what is reported to others
raises questions about what was found and what
was made up. A researcher maybreach apromise
of anonymity unknowingly in small samples. For
example, let us say you conduct a survey of 100



college students and ask many questions on a
questlonnaire, including age' sex' religion, and
hometown. The sample contains one22-year-old

Jewish male born in Stratford, Ontario. With this
information, you could find out who the specific
individual is and how he answered very personal
questions, even though his name was not directly
recorded on the questionnaire.

Confiilentiality. Even if a researcher cannot
protect anonyrnity, he or she always should pro-

tect participant confidentiality. Anonymity
means protecting the identity of specific individ-
uals from being known. Confidentiality can
include information with participant names at-

tached. but the researcher holds it in confidence
or keeps it secret from public disclosure. The re-

searcher releases data in a way that do€s not per-

mit linking specific individuals to responses and
presents it publicly only in an aggregate form
(e.g., as percentages, statistical means, etc.)'

A researcher can provide anonymity with-

out confidentiality, or vice versa, although they
usually go together. Anonymity without confi-
dentiality occurs if all the details about a specific
individual are made public, but the individual's
name is withheld. Confidentiality without
anonymity occurs if detailed information is not

made public, but a researcher privately links in-

dividual names to specific responses.
Attempts to protect the identity of subjects

from public disclosure has resulted in elaborate
procedures: eliciting anonyrnous responses' us-
ing a third-party custodian who holds the key to
coded lists, or using the random-response tech-
nique. Past abuses suggest that such measures
may be necessary. For example, Diener and
Crandall (1978:70) reported that during the
1950s, the U.S. State Department and the FBI re-
quested research records on individuals who had
6een involved in the famous Kinsey sex study'
The Kinsey Sex Institute refused to comply with
the government. The institute threatened to de-
stroy all records rather than release any. Eventu-
ally, the government agencies backed down. The
moral duty and ethical code of the researchers

obligated them to destroy the records rather

than give them to government officials.
Confidentiality can sometimes protect re-

search participants from legal or physical harm'

In a study of illegal drug users in rural Ohio,
Draus and associates (2005) took great care to
protect the research participants' They con-

ducted interviews in large multiuse buildings'

avoided references to illegal drugs in written

documents, did not mention of names of drug

dealers and locations, and did not affiliate with

drug rehabilitation services, which had ties to

law enforcement. They noted, "We intentionally
avoided contact with local police, prosecutors,

or parole officers" and "surveillance ofthe pro-

leci by local law enforcement was a source of

concern" (p. 169). In other situations, other
principles may take precedence over protecting

research participant confidentiality. For exam-
ple, when studying patients in a mental hospital,

i researcher discovers that a patient is preparing

to kill an attendant. The researcher must weigh

the benefit of confidentiality against the poten-

tial harm to the attendant.
Social researchers can pay high personal

costs for being ethical. Although he was never

accused or convicted ofbreaking anylaw and he

closely followed the ethical principles of the

American Sociological Association, Professor
Rik Scarce spent 16 weeks in a Spokane jail for

contempt of court because he refused to testify

before a grand jury and break the confidentiality
ofsocial research data. Scarce had been studying
radical animal liberation groups and had akeady
published one book on the subject. He had in-

terviewed a research participant who was sus-
pected of leading a group that broke into animal
iacilities and caused $150,000 damage. Two
judges refused to acknowledge the confidential-
ity ofsocial research data.E

A special concern with anonymity and con-

fidentiality arises when a researcher studies
"captive" populations (e.g., students, prisoners,

employees, patients, and soldiers). Gatekeepers,
ot thote in positions of authority, may restrict
access unless they receive information on sub-
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jects.9 Forexample, a researcher studies drug use
and sexual activity among high school students.
School authorities agree to cooperate under two
conditions: (1) students need parental permis_
sion to participate and (Z) school ofiiciali get the
names of all drug users and sexually acti,ie stu_
dents in order to assist the students with coun_
seling and to inform the students' parents. An
ethical researcher will refuse to contlinue rather
than meet the second condition. Even though
the officials claim to have the participants, best
interests in mind, the privary ofparticipants will
be violated and they could be in legal iur- u, u
result ofdisclosure. Ifthe school officials really
want to assist the students and not ,r" ,"_
searchers as spies, they could develop an out_
reach program oftheir own.

Mandated Protections of Research
Participants

Many governments have regulations and laws to
protect research participants and their rights. In
the United States, legal restraint is found i-n rules
and regulations issued by the U.S. Department
of Health and Human Services Office for the
Protection from Research Risks. Although this is
only one federal agency, most researchers and
other government agencies look to it for guid_
ance. The National Research Act (1974) eitab_
lished the National Commission for the
frotection of Human Subjects in Biomedical
and Behavioral Research, which significantly ex_
panded regulations and required informed ton_
sent in most social research. The responsibility
for safegrrarding ethical standards was assigned
to research institutes and universities. The De_
partment of Health and Human Services issued
regulations in i981, which are still in force. Fed_
eral regulations follow a biomedical model and
protect subjects from physical harm. Other rules
require institutional review boards (IRBs) at all
research institutes, colleges, and universities to
review all use of human subjects. An IRB is a
committee of researchers and community mem_
bers that oversees, monitors, and reviewrih. i-_

pact of research procedures on human partici_
pants and applies ethical guidelines byrwiewing
research procedures at a preliminary stage when
first proposed. Some forms of researchleduca_
tional tests, normal educational practice, most
norrsensitive surveys, most observation of public
behavior, and studies of existing data in which
individuals cannot be identifiid are exemDr
from institutional review boards.

ETHICS AND THE SCIENTIFIC
COMMUNITY

Physicians, attorneys, family counselors, social
workers, and other professionals have a code of
ethics and peer review boards or licensing regu'_
lations. The codes formalize professionj stan_
dards_ and provide guidancJ when questions
arise in practice. Social researchers do not pro_
vide a service for a fee, they receive timited ettri_
cal training, and rarely are they licensed. Thev
incorporate ethical concerns into research be'_
cause it is morally and socially responsible, and
to protect social research from charges ofinsen_
sitivity or abusing people. professional social sci_
ence associations have codes of ethics that
identif, proper and improper behavior. They
represent a consensus ofprofessionals on ethics.
All researchers may not agree on all ethical is_
sues, and ethical rules are subject to interpreta_
tion, but researchers are expected to uphotd
ethical standards as part of thiir members'hip in
a professional community.

Codes ofresearch ethics can be traced to the
Nuremberg code adopted during the Nurem_
berg Military Tribunal on Nazi wir crimes held
by the Allied Powers immediately after World
War IL The code, developed as a response to the
cruelty of concentration camp experiments, out_
lines ethical principles and rights of human sub_
jects. These include the following:

r The principle of voluntary consent
r Avoidance of unnecessary physical and

mental sufFering
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r Avoidance of any experiment where death
or disabling injury is likelY

r Termination of research if its continuation
is likely to cause injury, disability, or death

r The principle that experiments should be

conducted by highly qualified people using
the highest levels of skill and care

r The principle that the results should be for

the good of society and unattainable by any
other method

The principles in the Nuremberg code dealt
with thelreatment of human subjects and fo-

cused on medical experimentation, but theybe-
came the basis for the ethical codes in social

research. Similar codes of human rights, such as

the 1948 Universal Declaration of Human
Rights bythe United Nations and the l964Dec-
laration of Helsinki, also have implications for

social researchers. Box 3.3 lists some of the basic
principles of ethical social research.

Professional social science associations have

committees that review codes of ethics and hear

about possible violations, but there is no formal
policing of the codes. The penalty for a minor vi-

olation rarely goes beyond a letter of complaint'
If laws have not been violated, the most extreme
penalty is the negative publicity surrounding a

well-documented and serious ethical violation'
The publicity may result in the loss of employ-
ment, a refusal to publish the researcher's find-
ings in scholarly journals, and a prohibition from
receiving funding for research-in other words,
banishment from the communityof professional
researchers.

Codes of ethics do more than codify think-
ing and provide individual researchers with
goidutt..; they also help universities and other
institutions defend ethical research'against
abuses. For example, after interviewing 24 staff
members and conducting observations, a re-

searcher in 1994 documented that the staffat the
Milwaukee Public Defenders Office were seri-

ously overworked and could not effectively pro-

vide legal defense for poor people' Learning of

the findings, top officials at the office contacted

I

I

Ethical responsibility rests with the individual re-

searcher.

Do not exploit subjects or students for personal

gain.

Some form of informed consent is highly recom-

mended or required.

Honor all guarantees of privacy, confidentiality,

and anonymity. r

Do not coerce or humiliate subjects.

Use deception only if needed, and always accom-

pany it with debriefing.

r Use the research method that is appropriate to a

topic.

r Detect and remove undesirable consequences to

research subjects.

r Anticipate repercussions of the research or publi-

cation of results.

r ldentify the sponsor who funded the research'

r Cooperate with host nations when doing compar-

ative research.

r Release the details of the study design with the

results.

r Make interpretations of results consistent with

the data.

r Use high methodological standards and strive for

accuracy.

I Do not conduct secret research.

the university and demanded to know who on

their staffhad talked to the researcher, with im-
plications that there might be reprisals. The uni-

versity administration defended the researcher
and refused to release the information, citing
widely accepted codes that protect human re-

search participants. IU
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ETHICS AND THE SPONSORS OF
RESEARCH

Whistle-Blowing

You might find a job where you do research for
a sponsor-an employer, a governmentagency,
or a private firm that contracts with a researcher
to conduct research. Special ethical problems
arise when a sponsor pays for research, especially
applied research. Researchers may be uik.d to
compromise ethical or professional research
standards as a condition for receiving a contract
or for continued emplognent. Researchers need
to set ethical boundaries beyond which thev will
refuse the sponsor's demands. When confronted
with an illegitimate demand from a sponsor, a
researcher has three basic choices: loyaltv to an
organization or larger group, exiting from the
situation, or voicing opposition. I 1 These present
themselves as caving in to the sponsor, quitting,
or becoming a whistle-blower. The researcher
must choose his or her own course of action, but
it is best to consider ethical issues early in a rela-
tionship with a sponsor and to express concerns
up front. Wistle-blowing involves the researcher
who sees an ethical wrongdoing, and who can-
not stop it after informing superiors and ex-
hausting internal avenues to resolve the issue.
He or she then turns to outsiders and informs an
external audience, agency, or the media. The
whistle-blowing researcher must be convinced
that the breach of ethics is serious and approved
of in the organization. It is risky. The outsiders
may or may not be interested in the problem or
able to help. Outsiders often have their own pri-
orities (making an organization look bad, sensa-
tionalizing the problem, etc.) that differ from the
researcher's primary concern (ending the uneth-
ical behavior). Supervisors or managers may try
to discredit or punish anyone who exposes prob-
lems and acts disloyal. Under the best of condi-
tions, the issue may take a long time to resolve
and create great emotional strain. By doing what
is moral, a whistle-blower needs to be prepared
to make sacrifices-loss of a iob or no promo-

tions, lowered pay, an undesirable transfer,
abandonment by friends at work, or incurring
legal costs. There is no guarantee that doing the
ethical-moral thing will stop the unethical be_
havior or protect the honest researcher from
retaliation.

Applied social researchers in sponsored re_
search settings need to think seriously about
their professional roles. They may want to main_
tain some independence from an employer and
affirm their membership in a community of
dedicated professionals. Many find a defense
against sponsor pressures by participating in
professional organizations (e.g., the Bvaluaiion
Research Society), maintaining regular contacts
with researchers outside the sponsoring organi-
zation, and staying current with the best re_
search practices. The researcher least likely to
uphold ethical standards in a sponsored setiing
is someone who is isolated and professionallv in_
secure. Whatever the situation, unethical belav-
ior is never justified by the argument that ..If I
didn't do it, someone else would have.,'

Arriving at Particular Findings

What should you do if a sponsor tells you, di-
rectly or indirectly, what results you should
come up with before you do a study? An ethical
researcher will refuse to participate if he or she is
told to arrive at specific results as a precondition
for doing research. Legitimate research is con-
ducted without restrictions on the possible find-
ings that a study might yield.

An example of pressure to arrive at particu_
lar findings is in the area of educationaltesting.
Standardized tests to measure achievement by
U.S. school children have come under criticism.
For example, children in about 90 percent of
school districts in the United States score..above
average" on such tests. This was called the Lake
Wobegon ffict after the mythical town of Lake
Wobegon, where, according to radio show host
Garrison Keillor, "all the children are above av-
erage." The main reason for this finding was that
the researchers compared scores ofcuirent stu-
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dents with those of students many years ago.
Many teachers, school principals, superinten-
dents, and school boards pressured for a tFpe of
result that would allow them to report to par-
ents and voters that their school district was
"above average."rz

Limits on How to Conduct Studies. Is it ethi-
cally acceptable for a sponsor to limit research by
defining what a researcher can study or by limit-
ing the techniques used? Sponsors can legiti-
mately set some conditions on research
techniques used (e.g., survey versus experiment)
and limit costs for research. However, the re-
searcher must follow generally accepted research
methods. Researchers must give a realistic ap-
praisal of what can be accomplished for a given
level of funding. The issue of limits is common
in contract research, when a firm or government
agency asks for work on a particular research
project. There is often a tradeoffbetween quality
and cost. Plus, once the research begins, a re-
searcher may need to redesign the project, or
costs may be higher. The contract procedure
makes midstream changes difficult. A researcher
may find that he or she is forced by the contract
to use research procedures or methods that are
less than ideal. The researcher then confionts a
dilemma: complete the contract and do low-
quality research, or fail to firlfill the contract and
lose money and future jobs.

A researcher should refuse to continue a
study if he or she cannot uphold generally ac-
cepted standards of research. If a sponsor de-
mands a biased sample or leading survey
questions, the ethical researcher should refuse to
cooperate. If a legitimate study shows a spon-
sor's pet idea or project to be disaster, a re-
searcher may anticipate the end of employrnent
or pressure to violate professional research stan-
dards. In the long run, the sponsor, the re-
searcher, the scientific community, and society
in general are harmed by the violation of sound
research practice. The researcher has to decide
whether he or she is a "hired hand" who always

gives the sponsors whatever they want, even if it
is ethicallywrong, or aprofessionalwho is oblig-
ated to teach, guide, or even oppose sponsors in
the service of higher moral principles.

A researcher should ask Why would spon-
sors want the social research conducted if they
are not interested in using the findings or in the
truth? The answer is that some sponsors are not
interested in the truth and have no respect for
the scientific process. They see social research
only as "a cover" to legitimate a decision or prac-
tice that they plan to carry out, but use research
to justifr their action or deflect criticism. They
abuse the researcher's professional status and
undermine integrity of science to advance their
own narrow goals. They are being deceitful by
trying to "cash in" on social research's reputa-
tion for honesty. When such a situation occurs,
an ethical researcher has a moral responsibility
to expose and stop the abuse.

Suppressing Findings

What happens if you conduct a study and the
findings make the sponsor look bad, then the
sponsor does not want to release the results?
This is a common situation for many applied re-
searchers. For example, a sociologist conducted
a study for a state government lottery commis-
sion on the effects of state government-spon-
sored gambling. After she completed the report,
but before releasing it to the public, the commis-
sion asked her to remove sections that outlined
the manynegative social effects of gambling and
to eliminate her recommendations to create so-
cial services to help the anticipated increase of
compulsive gamblers. The researcher found her-
self in a difficult position and faced two conflict-
ing values: do what the sponsor requested and
paid for, or reveal the truth to the public but
then suffer the consequences?l3

Government agencies may suppress scien-
tific information that contradicts official policy
or embarrasses high officials. Retaliation against
social researchers employed by government
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agencies who make the information public also
occurs. In 2004,leading scientists, Nobel laure_
ates, leading medical experts, former federal
agency directors, and university chairs and pres_
idents signed a statement voicing .orr..r.r'orr.,
the misuse of science bythe George W. Bush ad_
ministration. Major accusationi included su_
pressing research findings and stacking scientific
advisory committees with ideologicalli commit_
ted adyocates rather than impaitial scientists.
Other complaints included limiting the public
release studies on auto-saftey data, negative data
about pharmaceuticals, and studiesin pollu_
tion. These involved industries that were 

^major

political campaign supporters of the administra_
tion. Additional criticisms appeared over re_
moving a goyernment fact sheet citing studies
that showed no relationship between abortions
and breast cancer, removing study results about
positive effects of condom use in pregnancypre_
vention, holding back information on poritirr.
aspects of stem cell research, and requiring re_
searchers to revise their study findings on iurr_
gers ofarctic oil drilling and endangeied species
so they would conform to the administraiion's
political agenda. An independent 2005 survey of
460 biologists who worked for Fisheries Seryice
found that about one-third said they were di_
rected to suppress findings for nonscientific rea_
sons or to inappropriately exclude or alter
technical information from an official scientific
document. In fune 2005, it was discovered that a
political appointee without scientific training
who had previously been an oil industrv lobbvist
was charged with editing official government re_
ports to play down the research findings that
documented linkages between such emlssions
and global warming.la

In sponsored research, a researcher can ne_
gotiate conditions for releasing findings prior to
beginning the study and sign a contraitio that
effect. It may be unwise to conduct the study
without such a guarantee, although competing
researchers who have fewer ethicalscruples may
do so. Alternatively, a researcher can aicept the

CHAPTER 3 , /  ETHICS IN SOCIAL RESEARCH

POLITICS OF RESEARCH

Ethics largely address moral concerns and stan_
dards ofprofessional conduct in research that
are under the researcher's control. political con_
cerns also afi[ect social research, but many are be_

sponsor's criticism and hostility and release the
findings over the sponsor,s objections. Most re_
searchers prefer the first choice, since the second
one may scare away firture sponsors.

Social researchers sometimes self_censor or
delay the release of findings. They do this to pro_
tect the identity of informants, to maintain ac_
cess to a research site, to hold on to their iobs. or
to protect the pe.rconal safety of themselves or
family members.15 This is a less disturbing type
of censorship because it is not imposed "bv 

an
orrtside power. It is done by someone who is
close to the research and who is knowledgeable
about possible consequences. Researchers jroul_
de-r the ultimate responsibility for their research.
Often, they can draw on many different re_
sources but th ey facemany competing pressures,
as well.

Concealing the True Sponsor

Is it ethical to keep the identity of a sponsor se_
cret? For example, an abortion clinic funds a
study on members of religious groups who op_
pose abortion, but it tells the researcher not to
reveal to participants wfro is funding the study.
The researcher must balance the ethilal rule that
it is usually best to reveal a sponsor,s identity to
participants against both the sponsor,s desirefor
confidentiality and reduced cooperation by par_
ticipants in the study. In generil, an ethiJ re_
searcher will t€ll subjects who is sponsoring a
study unless there is a strong methodologilal

,t.1r.o" for not doing so. When reporting or iub_lishing results, the ethical mandate isvlrv de-,
A researcher must always reveal the sponsorwho
provides funds for a study.
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yond the control of researchers. The politics of
research usually involve actions by organizedad-
vocacy groups, powerful interests in society,
governments, or politicians trying to restrict or
control the direction of social research. Histori-
cally, the political influence over social research
has included preventing researchers from con-
ducting a study, cutting off or redirecting funds
for research, harassing individual researchers,
censoring the release of research findings, and
using social research as a cover or guise for
covert government intelligence/military actions.
For example, U.S. Congress members targeted
and eliminated funding for research projects
that independent panels of scientists recom-
mended because Congress did not like the topics
that would be studied, and politically appointed
officials shifted research funds to suppoft more
studies on topics consistent with their political
views while ending support for studies on topics
that might contradict their views. A large com-
pany threatened an individual researcher with a
lawsuit for delivering expert testimony in public
about research findings that revealed its past bad
conduct. Until about a decade ago, social re-
searchers who appeared to be independent were
actually conducting covert U.S. government in-
telligence activities. l6

Most uses of political or financial influence
to control social research share a desire to limit
knowledge creation or restrict the autonomous
scientific investigation of controversial topics.
Attempts at control seem motivated by a fear
that researchers might discover something dam-
aging if they have freedom of inquiry. This
shows that free scientific inquiry is connected to
fundamental political ideals of open public de-
bate, democracy, and freedom of expression.

The attempts to block and steer social re-
search have three main reasons. First, some peo-
ple defend or advance positions and knowledge
that originate in deeply held ideological, politi-
cal, or religious beliefs, and fear that social re-
searchers might produce knowledge that
contradicts them. Second, powerful interests

want to protect or advance their political-
financial position, and fear social researchers
might yield findings showing that their actions
are harmful to the public or some sectors of
society. And third, some people in society do not
respect the ideals of science to pursue truth/
knowledge and instead view scientific research
only as cover for advancing private intereists (see
Box 3.4).

vALUE-FREE AND OBJECTTVE ,&
RESEARCH

You have undoubtedly heard about "value-free"
research and the importance of being "objec-
tive" in research. This is not as simple at it might
first appear for several reasons. First, there are
different meanings of the terms value free and
objective. Second, different approaches to social
science (positivism, interpretative, critical) hold
different views on the issue. And last. even re-
searchers who agree that social research should
be value free and objective do not believe that it
needs to be totally devoid of all values.

There are two basic ways the term value free
is used: research that is free from any prior as-
sumptions, theoretical stand, or value position,
and research that is conducted free ofinfluence
from an individual researcher's personal prejrr-
dices/beliefs. Likewise, objective can mean focus-
ing only on what is external or visible, or it can
mean following clear and publicly accepted re-
search procedures and not haphazard, personal
ones.

The three approaches to social science that
you read about in Chapter 2 hold different posi-
tions on the importance of value-free, objective
research. Positivism puts a high value on such
research. An interpretive approach seriously
questions whether it is possible, since human
values/beliefs pervade all aspects of human ac-
tivities, including research. Instead of eliminat-
ing values and subjective dimension, it suggests a
relativist stance-no single value position is bet-



CHAPTER 3 /  ETHICS IN SOCIAL RESEARCH 65

Michael  Burawoy (2004, 2OO5) dist inguished
among four ideal types of social research: polLy, pro_
fessional, crit ical, and public. The aim of public soci-
ology (or social science, more generally) is to enrich
public debate over moral and polit ical issues by in-
fusing such debate with social theory and r""r".r.n.
Public sociology frequently overlaps with action-ori-
ented research. Burawoy argued that the place of so_
cial research in society centers on how one answers
two questions: Knowledge for whom? and Knowr_
edge for what? The first question focuses on the
sources of research questions and how results are
used. The second question looks at the source ofre_
search goals. Are they handed down by some exter_
nal sponsor or agency or are they concerned witn
debates over larger societal polit ical-moral issues?
Public social science tries to generate a conversation
or debate between researchers and public. By con-
strast, policy social science focuses on finding solu_
tions to specific problems as defined by sponiors or.

clients. Both rely on professional social science for
theories, bodies of knowledge, and techniques for
gathering and analyzing data. Critical social science,
as was discussed in Chapter 2, emphasizes demysti_
fying and raising questioning about basic condittns.

The primary audience for professional and criticar
social science are members of the scientif ic commu_
nity, whereas the main audience for public and policy
research are nonexperts and practitioners. Both crit_
ical and public social science seek to infuse a morar,
value dimension into social research and they trv to
generate debates over moral-political values. profes_
sional and policy social science are less concerneo
about debates over moral or value issues and may
avoid them. Instead, their focus is more on being ef_
fective in providing advances to basic knowled;e or
specific solutions to practical problems. Both public
and policy social science are applied research ano
have a relevance beyond the communitv of scientific
researcners.

ter than any other. A critical approach also ques_
tions value-free research, but sees it often as a
sham.

Value free means free of everyone's values
except those of science, and objective means fol-
lowing established rules or procedures that some
people created, without considering who they
represent and how they created the rules. In
other words, a critical approach sees all research
as containing some values, so those who claim to
be value free are just hiding theirs. Those who
follow an interpretive and critical approach and
reject value-free research do not embrace sloppy
and haphazard research, research procedures
that follow a particular researcher's .hi-r, o, u
study that has a foregone conclusion and auto-
matically supports a specific value position.
They believe that a researcher should make his

or her own value position explicit, reflect care_
fully on reasons for doing a study and the proce_
dures used, and communicate in a candid, clear
manner exactly how the study was conducted. In
this way, other researchers see the role of a re_
searcher's values and judge for themselves
whether the values unfairly influenced a studv's
findings.

Even highly positivist researchers who ad_
vocate value-free and objective studies admit a
limited place for some personal, moral values.
Many hold that a researcher's personal, moral
position can enter when it comes to decidine
what topic to study and how to disseminati
findings. Being value free and obiectir.e oniv
refers to actually conducting the studr.. This
means that you can study the issues vou believe
to be important and after completing a study
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you can share the results with specific interest
groups in addition to making them available to
the scientifi c community.

CONCLUSION

In Chapter 1, we discussed the distinctive con-
tribution ofscience to society and how social re-
search is a source ofknowledge about the social
world. The perspectives and techniques of social
research can be powerfirl tools for understand-
ing the world. Nevertheless, with that power to
discover comes responsibility-a responsibility
to yourself, a responsibility to your sponsors, a
responsibility to the community of scientific re-
searchers, and a responsibility to the larger soci-
ety. These responsibilities can conflict with each
other. Ultimately, you personally must decide to
conduct research in an ethical manner, to up-
hold and defend the principles of the social sci-
ence approach you adopt, and to demand ethical
conduct by others. The truthfulness of knowl-
edge produced by social research and its use or
misuse depends on individual researchers like
you, reflecting on their actions and on the seri-
ous role ofsocial research in society. In the next
chapter, we examine basic design approaches
and issues that appear in both qualitative and
quantitative research.
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ffi."
In the past three chapters, you have learned
about the main principles and types of social re-
search, discovered how researchers use theory in
a study, and examined the place of ethics in so_
cial research. You are now ready to get into the
pecifc-s of how to go about designing a study.
Recall from Chapter i that a researchir usualiy
begins with a general topic, then narrows the
topic down into a specific research question, and
then makes decisions about the specifics of de_
signing a study that will address the research
question.

Where do topics for study come from? They
come from many sources: previous studies, tele_
vision or film, personal experiences, discussions
with friends and family, or something you read
about in a book, magazine, or newspaper. A
topic often begins as something thai uio.rs.,
your curiosity, about which you hold deep com_
mitments or strong feelings, or that you Leheve
is reallywrong and want to change. To applyso-
cial research, a topic must be about soiial'pat_
terns that operate in aggregates and be
empirically measurable or observable. This rules
out topics about one unique situation (e.g., why
your boy/girlfriend dumped you yesterdJy, why
your friend's little sister hates her school
teacher), or one individual case (e.g., your own
family), or something one can never observe,

,even indirectly (e.g., unicorns, ghosts with su_'pernatural powers, etc.). This may rule out some
interesting topics, but many tens of thousands
remain to be investigated.

How you proceed differs slightly depending
on whether you adopt an inductive o, u d"drr._
tive approach. Compared to an inductive
researcher, those who choose a deductive ap_
proach and gather quantitative data will devote
much more time to specifying the research ques_
tion very precisely and planning many details of
a study in advance. It will take you a while to de_
velop the judgment skills for decidine whether it
might be better to conduct a moreteductive-
quantitative or an inductive-qualitative study to

address a topic and research question. Three
things can help you learn what iithe most effec_
tive type of study to pursue for a question:

1. Reading studies that others have conducted
on a topic

2. Grasping issues that operate in qualitative
and quantitative approaches to reiearch

3. Understanding how to use various research
techniques as well as their strengths and
limitations

This chapter introduces you to the first two
of the^se, whereas many of the remaining chap_
ters of the book discuss the third item in the liit.

LITERATURE REVIEW

Reading the "literature," or the collection of
studies alreadypublished on a topic, serves sev_
eral very important functions. First, it helps you
narrow down a broad topic by showing you how
others conducted their studies. The studies by
others give you a model of how narrowly fo_
cused a research question should be, what kinds
ofstudy designs others have used, and how to
measure variables or analryze data. Second, it in_
forms you about the "state of knowledge,, on a
topic. From the studies by others, you cin learn
the key ideas, terms, and issues that surround a
topic. You should consider replicating, testing,
or extending what others already found. Third.
the literature often stimulates your creativitv anj
curiosity. Last, even ifyou never get to co;duct
or publish your own research studn a published
study offers you an example of what the final re_
port on a study looks like, its major parts, its
form, and its sryle of writing. Anotirer ieason is
more practical. Just as attentively reading a lot of
top-quality writing can help you improve your
own writing skills, reading many reports of
good-quality social research enables you to grasp
better the elements that go into conducting a re_
search study.

It is best to be organized and not haphazard
as you locate and read the scholarly or aiademic
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Iiterature on a topic and associated research
questions. Also, it is wise to plan to prepare a
written literature review. There are many spe-
cialized types of reviews, but in general a
literature review is a carefrrlly crafted sunmary
ofthe recent studies conducted on a topic that
includes key findings and methods researchers
used while making sure to document the
sources. For most pulposes, you must first lo-
cate the relevant studies; next, read thoroughly
to discover the major findings, central issues,
and methods of the studies, and take conscien-
tious notes on what you read. While the reading
is still fresh in your mind and with the notes in
front ofyou, you need to organize what you have
learned and write clearly about the studies in a
way that builds a context around a specific re-
search question that is of interest to you.

A literature review is based on the assump-
tion that knowledge accumulates and that peo-
ple learn from and build on what others have
done. Scientific research is a collective effort of
many researchers who share their results with
one another and who pursue knowledge as a
community. Although some studies may be es-
pecially important and individual researchers
may become famous, a specific research project
is just a tiny part of the overall process of creat-
ing knowledge. Today's studies build on those of
yesterday. Researchers read studies to compare,
replicate, or criticize them for weaknesses.

Reviews vary in scope and depth. Different
kinds of reviews are stronger at f,rlfilling one or
another of four goals (see Box 4.1). It may take a
researcher over a year to complete an extensive
professional summary review of all the literature
on a broad question. The same researcher might
complete a highly focused review in a very special-
ized area in a few weeks. When beginning a revieq
a researcher decides on a topic, how much depth
to go into, and the kind of review to conduct.

Where to Find Research Literature

Researchers present reports of their research
projects in several written forms: periodicals,

1. To demonstrate a faniliaity with a body of knowl-
edge and establish credibility. A review tells a
reader that the researcher knows the research in
an area and knows the major issues. A good re-
view increases a reader's confidence in the re-
searcher's professional competence, ability, and
background.

2. To show the path of prior research and how a cur-
rent project is linked to it. A review outlines the di-
rection of research on a question and shows the
development of knowledge. A good review
places a research project in a context and

demonstrates its relevance by making connec-
tions to a body of knowledge.

3. To integrate and summarize what is known in an
area. A review pulls together and synthesizes
different results. A good review points out areas
where prior studies agree, where they disagree,
and where major questions remain. lt collects
what is known up to a point in time and indicates
the direction for future research.

4. To leam from others and stimulate new ideas. A re-
view tells what others have found so that a re-
searcher can benefit from the efforts of others.
A good review identifies blind alleys and sug-
gests hypotheses for replication. lt divulges pro-

cedures, techniques, and research designs worth
copying so that a researcher can better focus
hypotheses and gain new insights.

books, dissertations, government documents, or
policy reports. They also present them as papers
at the meetings of professional societies, but for
the most part, you can find them only in a col-
lege or universitylibrary. This section briefly dis-
cusses each type and gives you a simple road
map on how to access them.

Periodicals. You can find the results of social
research in newspapers, in popular magazines'
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on television or radio broadcasts, and in Internet
news summaries, but these are not the full, com_
plete reports of research required to prepare a
literature review. They are silected, condiensed
summaries prepared by journalists for a general
audience, and they lack many essential"details
needed for a serious evaluation of the studv.
Textbooks and enryclopedias also present con_
densed summaries as introductions to readers
who are new to a topic, but, again, these are in_
adequate for preparing a liteiature review be_
cause many essential details about the study are
absent.

It is easy for someone preparing a first liter_
ature review to be confused about the manv
types of periodicals. With skill, you will be able
to distinguish among (1) mass market newspa_
pers ald magazines written for the general pub_
lic, (2) popularized social science *igurirrer, 1l;
opinion magazines in which intellectuals debate
and express their views, and ( ) scholarly acade_
mic journals in which researchers preient the
findings of studies or provide other communi_
cation to the scientific community. peer_re_
viewed empirical research findings appear in a
c.ompl9t9 form only in the last type of publica_
tion, 

-although 
articles in the other tlpes occa_

sionally talk about findings published eisewhere.
Mass market publications (e.g., McCleans,

Time, Newsweek, Economist, The Nation, Ameri_
can Spectator, and. Atlantic Monthty) are sold at
newsstands and designed to provide the general
public with news, opinion, and entertaiiment.
A researcher might occasionally use them as a
source on current events, but they do not pro_
vide full reports of research studies in the iorm
needed to prepare a literature review.

Popularized social science magazines and
professional publications (e.g., Society and
Psychology Today) are sometimes peer reyiewed.
Their purpose is to provide the interested, edu_
cated lay public a simplified version of findings
or a commentary, but not to be an outlet for
original research findings. At best, popularized
social science magazines cu., s.rpplement to
other sources in a literature review

It is harder to recognize serious opinion
magazines (e.g., American prospect, Commen_
tary, Dissent, and public Interesi). Larger book_
stores in major cities sell them. Leading scholars
often write articles for opinion magaziies about
topics onwhich they may also conduct empirical
research (e.g., welfare reform, prison expansion,
voter turnout). They differ in purpose, look, and
scope from scholarly journals of social science
research findings. The publications are an arena
where intellectuals debate current issues, not
where researchers present findings oftheir stud_
ies to the broader scientific community.

Scholarly lournals. The primary type ofperiod_
ical to use for a literature review is ihe scholarly
journal filled with peer-reviewed reports of re_
search (e.g., American Sociological Reilew, Social
Problems, Ameican lournal if Sociology, Crimi_
nology, and Social Science euarterly).5ne rarely
finds them outside of college and university li_
braries. Recall from Chapter I that researchers
disseminate findings of new studies in scholarly
journals.

Some scholarly journals are specialized. In_
stead of reports of research studies, they have
onlybook reviews that provide commentary and
evaluations on a book (e.g., Contemporary Soci_
ology), or they contain only literature ..rri"* .r_
says (e.g., Annual Review of Sociology, Annual
Review of Psychology, and Annual Riiew of An_
thropologlt) in which researchers give a ,.state of
the field" essay for others. publications that spe_
cialize in literature reviews can be helpfrrl iian
article was recentlypublished on a speiific topic
of interest. Many other scholarly journals have a
mix of articles that are literature reviews, books
reviews, reports on research studies, and theo_
retical essays.

simple solution or ..seal of approval"
distinguishes scholarly journals, the kini ofp"U_
lications on which to build a serious literature
review from other periodicals, or instantly dis_
tinguishes the report on a research study from
other types of articles. One needs to develoo
judgment or ask experienced researcherc o, pro'_
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fessional librarians. Nonetheless, distinguishing
among types of publications is essential to builJ
on a body of research. One of the best ways to
learn to distinguish among rypes of publicaiions
is to read many articles in scholarlylournals.

The number ofjournals varies byfield. psv_
chology has over 400 journals, wheieas sociol_
ogy has about 250 scholarly journals, political
science and communication have slightly fewer
than sociology, anthropology-archaJology and
social work have about 100, urban stud[s and
women studies have about 50, and there are
about-a dozen journals in criminology. Each
publishes from a few dozen to over tOO articles a
year.

M*y, but not all, scholarly journals may be
viewed via the Internet. Usually, this is limited to
selected years and to libraries that paid special
subscription fees. A few Internet services provide
full, exact copies of scholarly iournal articles
over the Internet. For example, iStOR provides
exact copies, but only for a small number of
scholarly journals and only for past years. Other
Internet sewices, such as EBSCb UbSt, offer a
frrll-text version of recent articles for a limited
number of scholarly journals, but thev are not in
the same format as a print version of an article.
This can make it impossible to find a specific
page number or see an exact copy of a chart. It is
best.to visit the library and see what a firll_print
version of the scholarly article looks like-. An
added benefit is that it makes it easy for vou to
browse the Table of Contents of the iournals.
llowslng can be very useful for generating new
ideas for research topics, seeing an establ"ished
topic in creative ways, or learning how to expand
an idea into new areas. Only alinv handful of
new Internet-only scholarly journals, called e_
j ournals, present peer-reviewed research studies
(e.g., Sociological Research Online, Current Re,
search in Social Psychology, and fournal of World
Systems Research). Eventually, the Internet for_
mat may replace print versions. But for now, 99
percent of scholarly journals are available in
print form and about one-third ofthese are also
available in a full-text version over the Interner

and only then if a library pays for a special on_
line subscription service.

Once you locate a scholarly journal that re_
ports on social science research studies, you need
to make sure that a particular article presents the
results of a study, since the journal may have
other types of articles. It is easier to identifi.
quantitative studies because they usually have a
methods or data section and charts, statistical
formulas, and tables of numbers. eualitative re_
search articles are more difficult to identifu and
many students confuse them with theoretical es_
says, literature review articles, idea-discussion I
essays, policy recommendations, book reviews,
and legal case analyses. To distinguish among
these epes requires a good grasp oithe varieties
of research as well as experiencein read.ing many
articles.

Your college library has a section for schol-
arly journals and. magazines, or, in some cases,
they may be mixed with books. Look at a map of
library facilities or ask a librarian to find this iec_
tion. The most recent issues, which look like thin
paperbacks or thick magazines, are often physi_
cally separate in a "current periodicals" section.
This is done to store them temporarily and make
them available until the libraryreceives all the is_
sues of a volume. Most oIten, libraries bind all is_
sues of a volume together as a book before
adding them to their permanent collections.

Scholarly journals from many different
fields are placed together with popular maga-
zines. All are periodicals, or serials in the jargon
of librarians. Thus, you will find popular ma=ga_
zines (e.g., Time, Road andTrack, Cosmopoliin,
and Atlantic Monthty) next to journals-for as-
tronomy, chemistry, mathematics, literature,
and philosophy as well as sociology, psychology,
social work, and education. Some fields have
more scholarly journals than others. The ,,pure"
academic fields usually have more than the ..ap_
plied" or practical fields such as marketing or sL_
cial work. The journals are listed by title in a card
catalog or a computerized catalog system. Li-
braries can provide you with a list of the period-
icals to which they subscribe.
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Scholarly journals are published as rarely as
once a-year or as frequently as weekly. Most ap_
pear four to six times a year. For exampL,
Sociological Quarterly appears four times uyiur.
To assist in locating articles, librarians and
scholars have developed a system for tracking
scholarly journals and the articles in them. Each
issue is assigned a date, volume number, and is-
sue number. This information makes it easier to
locate an article. Such information-along with
details such as author, title, and pug.,rurrrter-
is called an article's citation and is used in bibli-
ographies. When a journal is first published, it
begins with volume l, number l, and continues
increasing the numbers thereafter. Although
most journals follow a similar system, there are
enough exceptions that you have to pay close at-
tention to citation information. For most iour_
nals, each volume is one year. If you see a journal
issue with volume 52, for example, it probably
means that the journal has been in existence for
52 years. Most, but not all, journals begin their
publishing cycle in lanuary.

Most journals number pages by volume, not
by issue. The first issue of a volume usually be-
gins with page 1, and page numbering continues
throughout the entire volume. For example, tne
first page ofvolume 52, issue 4, maybe pige 547.
Most journals have an index for each volume
and a table of contents for each issue that lists the
title, the author's or authors' names, and the
page on which the article begins. Issues contain
as few as I or 2 articles or as many as 50. Most
have 8 to 18 articles, which may be 5 to 50 pages
long. The articles often have abstracts, ihort
summaries on the first page of the article or
grouped together at the beginning of the issue.

Many libraries do not retain physical, paper
copies ofolderjournals. To save space and costs,
they retain only microfilm versions. There are
hundreds of scholarly journals in most academic
fields, with each costing $50 to $2,500 per year.
Only the large research libraries subscribe to all
of them. You may have to borrow a iournal or
photocopy of an article from a distant library
through an inteilibrary loan seryice, a system by

which libraries lend books or materials to other
libraries. Few libraries allow people to check out
recent issues of scholarly journals. you should
plan to use these in the library. Some, not all,
scholarlyjournals are available via the Internet.

Once you find the periodicals section, wan_
der down the aisles and skim what is on the
shelves. You will see volumes containing many
research reports. Each title ofa scholarly iournal
has a call number like that of a regular'library
book. Libraries often arrange them alphabeti_
cally by title. Because journals change titles, it
may create confusion if the journal is shelved
under its original title.

Citation Formats. An article,s citation is the
key to locating it. Suppose you want to read the
study by Weitzer and Tuch (2005) on percep_
tions of police misconduct discussed in Chapter
2. Its citation is as follows:

Weitzer, Ronald, and Steven Tuch. 2005.
"Racially Biased Policing: Determinants of
Citizen Perceptions. " So cial F orces
83:1009-1030.

This tells you that you can find the article in
an issue of Social Forces published in 2005. The
citation does not provide the issue or month, but
it gives the volume number, g3, and the page
numbers, 1009 to 1030.

There are many ways to cite the literature.
Formats for citing literature in the text itself
vary with the internal citation format of using
an author's last name and date of publication in
parentheses being very popular. The frrll citarion
appears in a separate bibliography or reference
section. There are manystyles for frrll citations of
journal articles, with books and other types of
works each hlving a separate style. When citing
articles, it is best to check with an instructor,
journal, or other outlet for the desired format.
Almost all include the names of authors, article
iitle, journal name, and volume and page num-
bers. Beyond these basic elements, thire is sreat
variety. Some include the authors' first ,ruL.r,



74 PART ONE /  FOUNDATION5

others use initials only. Some include all authors,
others give only the first one. Some include in-
formation on the issue or month of publication,
others do not (see Figure 4.1).

Citation formats can get complex. Two ma-
jor reference tools on the topic in social science
are Chicago Manual of Style, which has nearly 80
pages on bibliographies and reference formats,
and American P sy chological Association Publica-
tion Manual, which devotes about 60 pages to
the topic. In sociology, the American Sociobgical
Review style, with 2pages of sryle instructions, is
widely followed.

Books. Books communicate many types of in-
formation, provoke thought, and entertain.
There are many t)?es of book: picture books,
textbooks, short story books, novels, popular fic-
tion or nonfiction, religious books, children's
books. and others. Our concern here is with
those books containing reports of original re-
search or collections of research articles. Li-
braries shelve these books and assign call
numbers to them, as they do with other types of
books. You can find citation information on
them (e.g., title, author, publisher) in the li-
brary's catalog system.

It is not easy to distinguish a book that re-
ports on research from other books. You are
more likely to find such books in a college or
universitylibrary. Some publishers, such as uni-
versity presses, specialize in publishing them.
Nevertheless, there is no guaranteed method for
identifuing one without reading it.

Some types of social research are more likely
to appear in book form than others. For exam-
ple, studies by anthropologists and historians are
more likely to appear in book-length reports
than are those of economists or psychologists.
Yet, some anthropological and historical studies
are articles, and some economic and psycholog-
ical studies appear as books. In education, social
work, sociology, and political science, the results
of long, complex studies may appear both in two
or three articles and in book form. Studies that
involve detailed clinical or ethnographic de-

scriptions and complex theoretical or philo-
sophical discussions usually appear as books. Fi-
nally, an author who wants to communicate to
scholarly peers and to the educated public may
write a book that bridges the scholarly, academic
style and a popular nonfiction style.

Locating original research articles in books
can be difficult because there is no single source
listing them. Three types of books contain col-
lections ofarticles or research reports. The first is
designed for teaching purposes. Such books,
calTed readers, may include original research re-
ports. Usually, articles on a topic from scholarly
journals are gathered and edited to be easier for
nonspecialists to read and understand.

The second type of collection is designed for
scholars and may gather journal articles or may
contain original research or theoretical essays on
a specific topic. Some collections contain articles
from journals that are difficult to locate. They
may include original research reports organized
around a specialized topic. The table ofcontents
lists the titles and authors. Libraries shelve these
collections with other books, and some library
catalog systems include them.

Citations or references to books are shorter
than article citations. They include the author's
name, book title, year and place of publication,
and publisher's name.

Dissertations, All graduate students who re-
ceive the Ph.D. degree are required to complete
a work of original research, which they write up
as a dissertation thesis. The dissertation is bound
and shelved in the library of the university that
granted the Ph.D. About half of all dissertations
are eventuallypublished as books or articles. Be-
cause dissertations report on original research,
they can be valuable sources of information.
Some students who receive the master's degree
conduct original research and write a master's
thesis, but fewer master's theses involve serious
research, and they are much more difficult to lo-
cate than unpublished dissertations.

Specialized indexes list dissertations com-
pleted by students at accredited universities. For
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F lc U R E 4. I Different Reference Citations for a fournal Article

The oldest journal of sociology in the United States , American lournal of Sociolog, reports on a study of vir-

ginity pledges by Peter Bearman and Hannah BUckner. lt appeared on pages 859 to 913 of theJanuary

2001 issue(number4)of thejournal ,whichbeginscount ingissuesinMarch. l twasinvolumel05,orthe
journal's 1 O6th year. Here are ways to cite the article. Two very popular styles are those of American Socio-

logical Review (ASR) and American Psychological Association (APA).

ASR Style

Bearman, Peter and Hannah Biickner. 200.| . "Promising the Future: Virginity Pledges and First Intercourse."

American Journal of Sociologlr 1 05:859-91 2.

APA Style

Bearman, P., and Biickner, H. (2001). Promising the future: Virginity pledges and first intercourse. Ameican

Joumal of Sociolog;r 1 05, 859-912.

Other Styles

Bearman, P., and H. Bi.ickner. "Promising the Future: Virginity Pledges and First Intercourse," A merican Journal
of Sociologlr 1 06 (2001 ), 859-912.

Bearman, Peter and Hannah Bilckner, 200.l .
"Promising the future: Virginity pledges and first Intercourse." Am. J. of Sociol. 106:859- 912.

Bearman, P. and Bijckner, H. (2001). "Promisingthe Future:Virginity Pledges and First Intercourse."Anreri-

can Journal of Sociolog 1 06 (January): 859-91 2.
Bearman, Peter and Hannah Biickner. 200,|.

"Promising the future: Virginity pledges and first Intercourse." American Journal of Sociology 106

$):859-912.
Bearman, P. and H. Bijckner. (2001 ). "Promising the future: Virginity pledges and first intercourse." American

Journal of Sociolog 1 06, 859 -91 2.
Peter Bearman and Hannah Btickner, "Promising the Future: Virginity Pledges and First Intercourse," A merican

Journal of Sociolog 'l 06, no. 4 (2001): 859-912.

example, Diss ertation Abstracts Internationallists
dissertations with their authors, titles, and uni-
versities. This index is organized by topic and
contains an abstract of each dissertation. You

can borrow most dissertations via interlibrary
loan from the degree-granting university if the
university permits this.

Government Documents. The federal goyern-
ment of the United States, the governments of
other nations, state- or provincial-level govern-

ments, the United Nations, and other interna-
tional agencies such as the World Bank, all
sponsor studies and publish reports of the re-

search. Many college and university libraries
have these documents in their holdings, usually
in a special "government documents" section.
These reports are rarely found in the catalog sys-
tem. You must use specialized lists of publica-
tions and indexes, usually with the help of a
librarian, to locate these reports. Most college
and university libraries hold only the most fre-
quently requested documents and reports.

Policy Reports and Presented Papers. A re-
searcher conducting a thorough review ofthe lit-
erature will examine these two sources, which
are difficult for all but the trained specialist to
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obtain. Research institutes and policy centers
(e.g., Brookings Institute, Institute for Research
on Poverty, Rand Corporation, etc.) publish pa-
pers and reports. Some major research libraries
purchase these and shelve them with books. The
only way to be sure of what has been published is
to write directly to the institute or center and re-
quest a list of reports.

Each year, the professional associations in
academic fields (e.g., sociology, political science,
psychology) hold annual meetings. Thousands
of researchers assemble to give, listen to, or dis-
cuss oral reports of recent research. Most of
these oral reports are available as written papers
to those attending the meeting. People who do
not attend the meetings but who are members of
the association receive a program of the meeting,
listing each paper to be presented with its title,
author, and author's place of employment. They
can write directly to the author and request a
copy of the paper. Many, but not all, of the pa-
pers are later published as articles. The papers
may be listed in indexes or abstract services (to
be discussed).

How to Conduct a Systematic
Literature Review

Define and Refine a Topic. Just as a researcher
must plan and clearly define a topic and research
question when beginning a research project, you
need to begin a literature review with a clearly
defined, well-focused research question and a
plan. A good review topic should be as focused
as a research question. For example, "divorce"
or "crime" is much too broad. A more appro-
priate review topic might be "the stability of
families with stepchildren" or "economic in-
equality and crime rates across nations." If you
conduct a context reyiew for a research project,
it should be slightly broader than the specific re-
search question being tested. Often, a researcher
will not finalize a specific research question for a
study until he or she has reviewed the literature.
The review helps bring greater focus to the re-
search question.

Design a Search. After choosing a focused re-
search question for the review, the next step is to
plan a search strategy. The reviewer needs to de-
cide on the type of review, its extensiveness, and
the tlpes of materials to include. The key is to be
careful, systematic, and organized. Set parame-
ters on your search: how much time you will de-
vote to it, how far back in time you will look, the
minimum number of research reports you will
examine, how many libraries you will visit, and
so forth.

Also, decide how to record the bibliographic
citation for each reference you find and how to ?,
take notes (e.g., in a notebook, on 3 X 5 cards, in
a computer file). Develop a schedule, becbuse
several visits are usually necessary. You should
begin a file folder or computer file in which you
can place possible sources and ideas for new
sources. As the review proceeds, it should be-
come more focused.

Locate Research Reports. Locating research
reports depends on the type ofreport or "outlet"
ofresearch being searched. As a general rule, use
multiple search strategies in order to counteract
the limitations of a single search method.

Articles in Scholarly lournals. As discussed ear-
lier, most social research is published in schol-
arly journals. There are dozens ofjournals, many
going back decades, each containing many arti
cles. The task ofsearching for articles can be for-
midable. Luckily, specialized publications make
the task easier.

You may have used an index for general
publications , stch as Reader's Guide to Periodical
Literature. Many academic fields have "ab-
stracts" or "indexes" for the scholarly literature
(e.g., Psychological Abstracts, Social Sciences In-
dex, S o ciolo gical Ab stracts, and G er ontolo gical
Abstracts). For education-related topics, the Ed-
ucational Resources Information Center (ERIC)
system is especiallyvaluable. There are over 100
such publications. You can usually find them in
the reference section of a library. Many ab-
stracts or index services as well as ERIC are avail-
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able via computer access, which speeds the
search process.

Abstracts or indexes are published on a reg-
ular basis (monthly, six times ayear, etc.) and
allow a reader to look up articles by author name
or subject. The journals covered by the abstract
or index are listed in it, often in the front. An in-
dex, such as the Social Sciences Index, lists only
the citation, whereas an abstract, such as
Sociological Abstracts, lists the citation and has a
copy of the article's abstract. Abstracts do not
give you all the findings and details ofa research
project. Researchers use abstracts to screen arti-
cles for relevance, then locate the more relevant
articles. Abstracts may also include papers pre-
sented at professional meetings.

It may sound as if all you have to do is to go
find the index in the reference section of the ii-
brary or on the Internet and look up a topic. Un-
fortunately, things are more complicated than
that. In order to cover the studies across many
years, you mayhave to lookthrough manyissues
ofthe abstracts or indexes. AIso, the subjects or
topics listed are broad. The specific research ques-
tion that interests you may fit into several subject
areas. You should check each one. For example,
for the topic of illegal drugs in high schools, you
might look up these subjects: drug addiction,
drug abuse, substance abuse, drug laws, illegal
drugs, high schools, and secondary schools. Many
of the articles under a subject area will not be rel-
evant for your literature reyiew. Also, there is a 3-
to l2-month time lag between the publication of
an article and its appearance in the abstracts or
indexes. Unless you are at a major research li-
brary the most usefrrl article may not be available
in your library. You can obtain it only by using an
interlibrary loan service, or it may be in a foreign
language that you do not read.

The computerized literature search works
on the same principle as an abstract or an index.
Researchers organize computerized searches in
several ways-by author, by article title, by sub-
ject, or by keyword. A keyword is an important
term for a topic that is likely to be found in a ti-
tle. You will want to use six to eight keywords in

most computer-based searches and consider
several synonyms. The computer's searching
method can vary and most only look for a key-
word in a title or abstract. If you choose too few
words or very narrow terms, you will miss a lot
of relevant articles. If you choose too many
words or very broad terms, you will get a huge
number of irrelevant articles. The best way to
learn the appropriate breadth and number of
keyr,vords is by trial and error.

In a study I conducted on how college stu-
dents define sexualharassmen f (Neuman,1992),
I used the following keywords: sexual harass-
ment, sexual assault, harassment, gender equity,
gender faimess, and sex discrimination.I later dis-
covered a few important studies that lacked any
of these keywords in their titles. I also tried the
keywords college student and rape, but got huge
numbers of unrelated articles that I could not
even skim.

There are numerous computer-assisted
search databases or systems. A person with a
computer and an Internet hook-up can search
some article index collections, the catalogs of li-
braries, and other information sources around
the globe if they are available on the Internet.

All computerized searching methods share a
similar logic, but each has its own method of op-
eration to learn. In my study, I looked for
sources in the previous seven years and used five
computerized databases of scholarly literature:
Social Science Index, CARL (Colorado Area Re-
search Library), Sociofile, Social Science Citation
Index, andPsychlit.

Often, the same articles will appear in mul-
tiple scholarly literature databases, but each
database may identifi' a few new articles not
found in the others. For example, I discovered
seyeral excellent sources not listed in any ofthe
computerized databases that had been published
in earlier years by studying the bibliographies of
the relevant articles.

The process in my study was fairly typical.
Based on mykeyword search, I quickly skimmed
or scanned the titles or abstracts of over 200
sources. From these, I selected about 80 articles,
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reports, and books to read. I found about 49 of
the 80 sources valuable, and they appear in the
bibliography of the published article.

Scholarly Books. Finding scholarly books on a
subject can be difficult. The subject topics of li-
brary catalog systems are usually incomplete and
too broad to be usefirl. Moreover, they list only
books that are in a particular library system, al-
though you may be able to search other libraries
for interlibrary loan books. Libraries organize
books by call numbers based on subject matter.
Again, the subject matter classifications may not
reflect the subjects of interest to you or all the
subjects discussed in a book. Once you learn the
system for your library, you will find that most
books on a topic will share the main parts of the
call number. In addition,librarians can help you
locate books from other libraries. For example,
the Library of Congress National Union Catalog
lists all books in the U.S. Library of Congress. Li-
brarians have access to sources that list books at
other libraries, or you can use the Internet.
There is no sure-fire way to locate relevant
books. Use multiple search methods, including a
look at journals that have book reviews and the
bibliographies of articles.

Taking Notes

As you gather the relevant research literature, it is
easy to feel overwhelmed by the quantity of in-
formation, so you need a system for taking notes.
The old-fashioned approach is to write notes
onto index cards. You then shift and sort the note
cards, place them in piles, and so forth as you
look for connections among them or develop an
outline for a report or paper. This method still
works. Today, however, most people use word-
processing software and gather photocopies or
printed versions of many articles.

As you discover sources, it is a good idea to
create tvvo kinds of files for your note cards or
computer documents: a Source File and a
Content File. Record all the bibliographic infor-
mation for each source in the Source File, even

though you may not use some and later erase
them. Do not forget anything in a complete bib-
liographic citation, such as a page number or the
name of the second author; you will regret it
later. It is far easier to erase a source you do not
use than to try to locate bibliographic informa-
tion later for a source you discover that you need
or from which you forgot one detail.

I recommend creating two kinds of Source
Files, or divide a master file into two parts: Hatte
File and Potential File. The Have File is for
sources that you have found and for which you
have already taken content notes. The Potentiaf
File is for leads and possible new sources that
you have yet to track down or read. You can add
to the Potential File anytime you come across a
new source or in the bibliography of something
you read. Toward the end ofwriting a report, the
Potential File will disappear while the Have File
will become your bibliography.

Your note cards or computer documents go
into the Content File. This file contains substan-
tive information of interest from a source' usu-
ally its major findings, details of methodology,
definitions ofconcepts, or interesting quotes. If
you directly quote from a source or want to take
some specific information from a source' you
need to record the specific page number(s) on
which the quote appears. Link the files by
putting key source information, such as author
and date, on each content file.

What to Record. You will find it much easier
to take all notes on the same tlpe and size of pa-
per or card, rather than having some notes on
sheets ofpapers, others on cards, and so on. Re-
searchers have to decide what to record about an
article, book, or other source. It is better to err in
the direction of recording too much rather than
too little. In general, record the hlpotheses
tested, how major concepts were measured, the
main findings, the basic design of the research,
the group or sample used, and ideas for future
study (see Box4.2).It is wise to examine the re-
port's bibliography and note sources that you
can add to your search.



CHAPTER 4 , /  REVIEWINC THE SCHOLARLY LITERATURE AND PLANNINC A STUDY 79

1. Read with a clear purpose or goal in mind. Are
you reading for basic knowledge or to apply it to
a specific question?

2. Skim the article before reading it all. What can
you learn from the title, abstract, summarv and
conclusions, and headings? What are the lopic,
major findings, method, and main conclusion?

3. Consider your own orientation. What is your
bias toward the topic, the method, the publica_
tion source, and so on, that may color your
reading?

4. Marshal external knowledge. What do you al_
ready know about the topic and the methods
used? How credible is the publication source?

5. Evaluate as you read the article. What errors are
present? Do findings follow the data? ls the ar_
ticle consistent with assumptions of the ap_
proach it takes?

6. Summarize information as an abstract with the
topic, the methods used, and the findings. As_
sess the factual accuracy of findings and cite
questions about the article.

Source: Adapted from Katzer, Cook, and Crouch (l 99-|:
199-207\.

take good notes, you may have to reread the en_
tire article later.

Organize Notes. After gathering a large num_
ber ofreferences and notes, you need in o.gu_
nizing scheme. One approach is to group
studies or specific findings by skimming-notes
and creating a mental map of how they"fit to_
gether. Try several organizing schemes before
settling on a final one. Organiiing is a skill that
improves with practice. For example, place
notes into piles representing common themes,
or draw charts comparing what different re_
ports state about the same question, noting
agreements and disagreements.

- 
In the process of organizing notes, you will

find that some references and notes do not fit
and should be discarded as irrelevant. Also, you
may discover gaps or areas and topics that are
relevant but that you did not examine. This ne_
cessitates return visits to the library.

- 
There are many organizingschemes. The

best one depends on the p.rrpor. of the review.
Usually, it is best to organize reports around a
specific research question or around core com_
mon findings of a field and the main hlpotheses
tested.

Writing the Review

A literature review requires planning and good,
clear writing, which requires a lot o? rewrlting.
This step is often merged with organizing notes.
All the rules of good writing (e.g., clear irgani_
zational structure, an introduction and coiclu_
sion, transitions between sections, etc.) apply to
writing a literature review. Keep your p.r.por",
in mind when you write, and communlicate
clearly and effectively.

To prepare a good review, read articles and
other literature critically. Recall that skepticism
is a norm of science. It means that you should
not accept what is written simply on the basis of
the authorityof its havingbeen published. eues_
tion what you read, and evaluate it. The first
hurdle to overcome is thinking something must
be perfect just because it has been publish"ed.

.,. Photocopying all relevant articles or reports
will save you time recording notes and will en_
sure that you will have an entire report. Also,
you can make notes on the photocopy. There are
several warnings about this practici. First, pho_
tocoppng can be expensive for a large literature
search. Second, be aware ofand obey copyright
l^aws. U.S. copyright laws permit photocobt'ng
for personal research use. Third, remember to
r.1o1d 

9r pfotocopy the entire arricle, including
all citation information. Fourth, organizing en_
tire articles can be cumbersome, especially iisev_
eral-different parts of a single article are being
used. Finally, unless you highlight carefully or
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Critically reading research reports requires
skills that take time and practice to develop. De-
spite a peer-review procedure and high rejection
rates, errors and sloppy logic slip in. Read care-
fi.rIly to see whether the introduction and title re-
ally fit with the rest of the article. Sometimes,
titles, abstracts, or the introduction are mislead-
ing. They may not fully explain the research pro-
ject's method and results. An article should be
logically tight, and all the parts should fit to-
gether. Strong logical links should exist between
parts of the argument. Weak articles make leaps
in logic or omit transitional steps. Likewise, arti-
cles do not always make their theory or ap-
proach to research explicit. Be prepared to read
the article more than once. (See Figure 4.2 on
taking notes on an article.)

What a Good Review Looks Like

An author should communicate a revier,r/s pur-
pose to the reader by its organization.The wrong
way to write a review is to list a series of research
reports with a summary of the findings of each.
This fails to communicate a sense of purpose. It
reads as a set of notes strung together. Perhaps
the reviewer got sloppy and skipped over the im-
portant organizing step in writing the review.
The right way to write a review is to organize
common findings or arguments together. Awell-
accepted approach is to address the most impor-
tant ideas first, to logically link statements or
findings, and to note discrepancies or weaknesses
in the research (see Box 4.3 for an example).

USING THE INTERNET FOR
SOCIAL RESEARCH

The Internet (see Box 4.4) has revolutionized
how social researchers work. A mere decade ago,
it was rarely used; today, most social researchers
use the Internet regularly to help them review
the literature, to communicate with other re-
searchers, and to search for other information

sources. The Internet continues to expand and
change at an explosive rate.

The Internet has been a mixed blessing for
social research, but it has not proved to be the
panaceathat some people first thought it might
be. It provides new and important ways to find
information, but it remains one tool among oth-
ers. It can quickly make some specific pieces of
information accessible. For example, from my
home computer, I was able to go to the U.S. Fed-
eral Bureau of Prisons and in less than three
minutes locate a table showing me that in 1980,
139 people per 100,000 were incarcerated in the'
United States, whereas 1n2004 (the most recent
data available), it was 486 per 100,000. The In-
ternet is best thought of as a supplement rather
than as a replacement for traditional library re-
search, There are "up" and "down" sides to us-
ing the Internet for social research:

TheUp Siile

1. The Internet is easy, fast, and cheap. It is
widely accessible and can be used from many lo-
cations. This near-free resource allows people to
find source material from almost anywhere-lo-
cal public libraries, homes, labs or classrooms,
or anlwhere a computer is connected to the In-
ternet system. Also, the Internet does not close;
it operates 24 hours a day, seven days a week.
With minimal training, most people can quickly
perform searches and get information on their
computer screens that would have required
them to take a major trip to large research li-
braries a few years ago. Searching a vast quantity
of information electronically has always been
easier and faster than a manual search, and the
Internet greatly expands the amount and variety
of source material. More and more information
(e.g., Statistical Abstract of the United Sitates) is
available on the Internet. In addition, once the
information is located, a researcher can often
store it electronically or print it at a local site.

2. The Internet has "links" that provide ad-
ditional ways to find and connect to many other
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FIGURE 4.2

FUIL CTTATION ON B|BUOGRAPHY (SOURCE FIIE)

Bearman, Peter, and Hannah Biickner. 2001. "Promising the Future: Virginity Pledges
a nd First l ntercourse." A merica n J ournal of S ociologSr 1 0 5 : 8 5 9 - 9 1 2. (Ja nua ry, issue
no. 4).

NOTE CARD (CONTENT F|LE)

Example of Notes on an Article

Bearman and Biickner 200.1 Topics: Teen pregnancy & sexuality,
pledges,/promises, virginity, fi rst sexual
intercourse, S. Baptists, identity movement

Since I 993, the Southern Baptist Church sponsored a movement among teens
whereby the teens make a public pledge to remain virgins unti l marriage. Over 2.5
mill ion teens have made the pledge. This study examines whether the pledge af-
fected the timing of sexual intercourse and whether pledging teens differ from
nonpledging teens. Crit ics of the movement are uncomfortable with it because
pledge supporters often reject sex education, hold an overly romanticized view of
marriage, and adhere to traditional gender roles.

Hypothesis

Adolescents wil l engage in behavior that adults enjoy but that is forbidden to
them based on the amount of social controls that constrain opportunities to en-
gage in forbidden behavior. Teens in nontraditional families with greater freedom
and less supervision are more l ikely to engage in forbidden behavior (sex). Teens
in traditional families and who are closer to their parents wil l delay sexual activ-
ity. Teens closely tied to "identity movements" outside the family wil l modify be-
havior based on norms the movements teach.

Method

Data are from a national health survey of U.S. teens in grades 7-12 who were in
publ ic or pr ivate schools in 1994-1995. A total  of  90,000 students in ' l4 l

schools completed questionnaires. A second questionnaire was completed by
20,000 of the 90,000 students. The questionnaire asked about a pledge, im-
portance of religion, and sexual activity.

Findings

The study found a substantial delay in the timing of f irst intercourse amont
pledgers. Yet, the effect of pledging varies by the age of the teen. In addition,
pledging only works in some social contexts (i.e., where it is at least partially a so-
cial norm). Pledgers tend to be more religious, less developed physically, and from
more traditional social and family backgrounds.
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Example of Bad Review

Sexual harassment has many consequences. Adams,
Kottke, and Padgitt (1 983) found that some women
students said they avoided taking a class or working
with certain professors because ofthe risk of harass-
ment. They also found that men and women students
reacted differently. Their research was a survey of
I ,000 men and women graduate and undergraduate
students. Benson and Thomson's study in Social
Problems (1 982) l ists many problems created by
sexual harassment. In their excellent book,The Lech-
erous Professor, Dziech and Weiner ('l 990) give a
long list of difficulties that victims have suffered.

Researchers study the topic in different ways.
Hunter and McClelland (1 991) conducted a study
of undergraduates at a small liberal arts college. They
had a sample of 300 students and students were
given multiple vignettes that varied by the reaction of
the victim and the situation. Jaschik and Fretz
(l 991 ) showed 90 women students at a mideastern
university a videotape with a classic example of sex-
ual harassment by a teaching assistant. Before it was
labeled as sexual harassment, few women called it
that. When asked whether it was sexual harassment,
98 percent agreed. Weber-Burdin and Rossi (1 982)
replicated a previous study on sexual harassment,
only they used students at the University of Massa-
chusetts. They had 59 students rate 40 hypotheti-
cal situations. Reilley, Carpenter, Dull, and Bartlett
(1 982) conducted a study of250 female and 1 50
male undergraduates at the University of California
at Santa Barbara. They also had a sample of 52 fac-
ulty. Both samples completed a questionnaire in
which respondents were presented vignettes ofsex-
ual-harassing situations that they were to rate.
Popovich and Colleagues (1 985) created a nine-
item scale of sexual harassment. Thev studied 209

undergraduates at a medium-sized university in
groups of I 5 to 25. They foun{ disagreement and
confusion among students.

Example of Better Review

The victims of sexual harassment suffer a range of
consequences, from lowered self-esteem and loss of
self-confidence to withdrawal from social interaction,
changed career goals, and depression (Adams, Kot-,
tke,  and Padgi t t ,  1983; Benson and Thomson,{
1982; Dziech and Weiner, 1990). For example;
Adams, Kottke, and Padgitt (1 983) noted that I 3
percent ofwomen students said they avoided taking
a class or working with certain professors because of
the risk of harassment.

Research into campus sexual harassment has
taken several approaches. In addition to survey re:
search, many have experimented with vignettes or
presented hypothetical scenarios (Hunter and Mc-
Clelland, 1 991 ;Jaschik and Fretz, 1 991 ; Popovich et
al., 1987; Reil ley, Carpenter, Dull, and Barlett,
' l  982; Rossi and Anderson,1982; Valentine-French
and Radtke, I 989;Weber-Burdin and Rossi, 1 982).
Victim verbal responses and situational factors.ap-
pear to affect whether observers label a behavior as
harassment. There is confusion over the application
ofa sexual harassment label for inappropriate behav-
ior. Forexample,Jaschikand Fretz (1 99.1 ) found that
only 3 percent of the women students shown ,a

videotape with a classic example of sexual harass-
ment by a teaching assistant init ially labeled it as
sexual harassmer,rt. Instead, they called it "sexist,"
"rude," "unprofessional," or "demeaning." When
asked whether it was sexual harassment, 98 percent
agreed. Roscoe and colleagues (1 987) reported
similar labeling diff iculties.

sources of information. Many websites, home
pages, and other Internet resource pages have
"hot links" that can call up information from re-
lated sites or sources simply by clicking on the

link indicator (usually a button or a highlighted
word or phrase). This connects people to more
information and provides "instant" access to
cross-referenced material. Links make embed-
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The Internet is not a single thing in one place. Rather,
the Internet is a system or interconnected web of
computers around the world. lt is changing very
rapidly. I cannot describe everything on the Internet;
many large books attempt to do that. Plus, even if I
tr ied, it would be out of date in six months. The In-
ternet is changing, in a powerful way, how many peo-
ple communicate and share information.

The Internet provides low-cost (often free),
worldwide, fast communication among people with
computers or between people with computers and
information in the computers of organizations (e.g.,
universit ies, government agencies, businesses).
There are special hardware and software require-
ments, but the Internet potentially can transmit elec-
tronic versions of text material, up to entire books, as
well as photos, music, video, and other information.

To get onto the Internet, a person needs an ac-
count in a computer that is connected to the Inter-
net. Most college mainframe computers are
connected, many business or government computers
are connected, and individuals with modems can pur-
chase a connection from an Internet service orovider
that provides access over telephone lines, special
DSL lines, or cable television l ines. In addition to a mi-
crocomputer, the person needs only a little knowl-
edge about using computers.

ding one source within a network of related
sources easy.

3. The Internet speeds the flow of informa-
tion around the globe and has a "democratizing"
effect. It provides rapid transmission of infor-
mation (e.g., text, news, data, and photos) across
long distances and international borders. In-
stead of waiting a week for a report or having to
send offfor a foreign publication and wait for a
month, the information is often available in sec-
onds at no cost. There are virtually no restric-
tions on who can put material on the Internet or
what appears on it, so many people who had dif-

ficulty publishing or disseminating their materi-
als can now do so with ease.

4. The Internet is the provider of a very
wide range of information sources, some in for-
mats that are more dynamic and interesting. It
can send and be a resource for more than
straight black and white text, as in traditional
academic journals and sources. It transmits in-
formation in the form of bright colors, graphics,
"action" images, audio (e.g., music, voices,
sounds), photos, and video clips. Authors and
other creators of information can be creative in
their presentations.

TheDown Side

1. There is no quality control over what gets
on the Internet. Unlike standard academic pub-
lications, there is no peer-review process or any
review. Anyone can put almost ani,thing on a
website. It maybe poor quality, undocumented,
highly biased, totally made up, or plain fraudu-
lent. There is a lot of real "trash" out there! Once
a person finds material, the real work is to dis-
tinguish the "trash" from valid information.
One needs to treat a webpage with the same cau-
tion that one applies to a paper flyer someone
hands out on the street; it could contain the dri-
vel of a "nut" or be really valuable information.
A less serious problem is that the "glitz" ofbright
colors, music, or moving images found in sites
can distract unsophisticated users. The " glitz"
may attract them more than serious content,
and they may confuse glitz for high-caliber in-
formation. The Internet is better designed for a
quick look and short attention spans rather than
the slow, deliberative, careful reading and stuoy
ofcontent.

2. Many excellent sources and some of the
most important resource materials (research
studies and data) for social research are not
available on the Internet (e.g., Sociofile, GSS
datafiles, and recent journal articles). Much in-
formation is available only through special sub-
scription services that can be expensive.
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Contrary to popular belief, the Internet has not
made all information free and accessible to
everyone. Often, what is free is limited, and
firller information is available only to those who
pay. In fact, because some libraries redirected
funds to buy computers for the Internet and cut
the purchases for books and paper copies ofdoc-
uments, the Internet's overall impact may have
actually reduced what is available for some users.

3. Finding sources on the Internet can be
very difficult and time consuming. It is not easy
to locate specific source materials. Also, different
"search engines" can produce very different re-
sults. It is wise to use multiple search engines
(e.g., Yahoo, Excite, and Google), since they
work differently. Most search engines simply
look for specific words in a short description of
the webpage. This description maynot reveal the
fiJl content of the source, just as a title does not
frrlly tell what a book or article is about. In addi-
tion, search engines often come up with tens of
thousands of sources, far too many for anyone to
examine. The ones at the "top" may be there be-
cause they were recently added to the Internet or
because their short description had several ver-
sions of the search word. The "best" or most rel-
evant source might be buried as the 150th item
found in a search. Also, one must often wade
through a lot of commercials and advertise-
ments to locate "real" information.

4. Internet sources can be "unstable" and
difficult to document. After one conducts a
search on the Internet and locates webpages with
information, it is important to note the specific
"address" (usually it starts http:i/) where it re-
sides. This address refers to an electronic file sit-
ting in a computer somewhere. If the computer
file is moved, it may not be at the same address
two months later. Unlike a journal article that
will be stored on a shelf or on microfiche in hun-
dreds of libraries for many decades to come and
available for anyone to read, webpages can
quickly vanish. This means it may not be possi-
ble to check someone's web references easily,
verifr a quote in a document, or go back to orig-

inal materials and read them for ideas or to build
on them. Also, it is easy to copy, modifr, or dis-
tort, then reproduce copies ofa source. For ex-
ample, a person could alter a text passage or a
photo image then create a new webpage to dis-
seminate the false information. This raises issues
about coplright protection and the authenticity
of source material.

There are few rules for locating the best sites
on the Internet-ones that have useful and
truthful information. Sources that originate at
universities, research institutes, or government
agencies usually are more trustworthy for re-
search purposes than ones that are individual
home pages of unspecified origin or location, or
that a commercialorganization or a politicaliso-
cial issue advocacy group sponsors. In addition
to moving or disappearing, many webpages or
sources fail to provide complete information to
make citation easy. Better sources provide fuller
or more complete information about the author,
date, location, and so on.

As you prepare a review of the scholarly lit-
erature and more narrowly focus a topic, you
should be thinking about how to design a study.
The specifics of design can vary somewhat de-
pending on whether your study will primarily
employ a quantitative-deductive-positivist ap-
proach or a qualitative-inductive-interpretive/
critical approach. The two approaches have a
great deal in common and mutually comple-
ment one another, but there several places where
"branches in the path" of designing a study di-
verge depending on the approach you adopt.

QUALITATIVE AND
QUANTITATIVE ORI ENTATION S
TOWARD RESEARCH

Qualitative and quantitative research differ in
manyways, but they complement each other, as
well. All social researchers systematically collect
and anallze empirical data and carefirlly exam-
ine the patterns in them to understand and ex-
plain social life. One of the differences befiveen
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the two styles comes from the nature of the data.
Soft data, in the form of impressions, words, sen-
tences, photos, symbols, and so forth, dictate
different research strategies and data collection
techniques thanhard data, inthe form of num-
bers. Another difference is that qualitative and
quantitative researchers often hold different as-
sumptions about social life and have different
objectives. These differences can make tools
used by the other sryle inappropriate or irrele-
vant. People who judge qualitative research by
standards ofquantitative research are often dis-
appointed, and vice versa. It is best to appreciate
the strengths each style offers.

To appreciate the strengths ofeach style, it is
important to understand the distinct orienta-
tions of researchers. Qualitative researchers of-
ten rely on interpretive or critical social science,
follow a nonlinear research path, and speak a
language of "cases and contexts." They empha-
size conducting detailed examinations of cases
that arise in the natural flow of social life. They
usually try to present authentic interpretations
that are sensitive to specific social-historical
contexts.

Almost all quantitative researchers rely on a
positivist approach to social science. They follow
a linear research path, speak a language of"vari-
ables and hypotheses," and emphasize precisely
measuring variables and testing hypotheses that
are linked to general causal explanations.

Researchers who use one style alone do not
always communicate well with those using the
other, but the languages and orientations ofthe
styles are mutually intelligible. It takes time and
effort to understand both sryles and to see how
they can be complementary.

Linear and Nonlinear Paths

Researchers follow a path when conducting re-
search. The path is a metaphor for the sequence
of things to do: what is finished first or where a
researcher has been, and what comes next or
where he or she is going. The path may be well
worn and marked with signposts where many

other researchers have trod. Alternatively, it may
be a new path into unknown territory where few
others have gone, and without signs marking the
direction forward.

In general, quantitative researchers follow a
more linear path than do qualitative researchers.
Alinear research path follows a fixed sequence of
steps; it is like a staircase leading in one clear di-
rection. It is a way of thinking and a way of look-
ing at issues-the direct, narrow, straight path
that is most common in western European and
North American culture.

Qualitative research is more nonlinear and
cyclical. Rather than moving in a straight line, a
nonlineqr research path makes successive passes
through steps, sometimes movingbackward and
sideways before moving on. It is more of a spiral,
moving slowly upward but not directly. With
each cycle or repetition, a researcher collects new
data and gains new insights.

People who are used to the direct, linear ap-
proach maybe impatient with a less direct cycli-
cal path. From a strict linear perspective, a
cyclical path looks inefficient and sloppy. But the
diffuse cyclical approach is not merely disorga-
nized, undefined chaos. It can be highly effective
for creating a feeling for the whole, for grasping
subtle shades of meaning, for pulling together
divergent information, and for switching per-
spectives. It is not an excuse for doing poor-
quality research, and it has its own discipline and
rigor. It borrows devices from the humanities
(e.g., metaphor, analogy, theme, motif, and
irony) and is oriented toward constructing
meaning. A cyclical path is suited for tasks such
as translating languages, where delicate shades of
meaning, subtle connotations, or contextual dis-
tinctions can be important.

Preplanned and Emergent Research

Questions

Your first step when beginning a research proj-
ect is to select a topic. There is no formula for
this task. Whether you are an experienced re-
searcher or just beginning, the best guide is to
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conduct research on something that interests
you.

All research begins with a topic but a topic is
only a starting point that researchers must nar-
row into a focused research question. Qualita-
tive and quantitative researchers tend to adopt
different approaches to turn a topic to a focused
research question for a specific study. Qualita-
tive researchers often begin with vague or un-
clear research questions. The topic emerges
slowly during the study. The researchers often
combine focusing on a specific question with the
process of deciding the details of study design
that occurs while they are gathering data. By
contrast, quantitative researchers narrow a topic
into a focused question as a discrete planning
step before th ey finalize study design. They use it

as a step in the process of developing a testable
hypothesis (to be discussed later) and to guide
the study design before they collect any data'

The qualitative research style is flexible and
encourages slowly focusing the topic throughout
a study. In contrast to quantitative research, only
a small amount of topic narrowing occurs in an
early research planning stage, and most of the
narrowing occurs after a researcher has begun to
collect data.

The qualitative researcher begins data gath-
ering with a general topic and notions of what
will be relevant. Focusing and refining contin-
ues after he or she has gathered some of the data
and started preliminary analysis. Qualitative re-
searchers use early data collection to guide how
they adjust and sharpen the research question(s)
because they rarely know the most important is-
sues or questions until after they become fully
immersed in the data. Developing a focused re-
search question is a part of the data collection
process, during which the researcher actively re-
flects on and develops preliminary interpreta-
tions. The qualitative researcher is open to
unanticipated data and constantly reevaluates
the focus early in a study. He or she is prepared
to change the direction of research and follow
new lines of evidence.

Typical research questions for qualitative

researchers include: How did a certain condition
or social situation originate? How is the condi-
tion/situation maintained over time? What are
the processes by which a condition/situation
changes, develops, or operates? A difFerent type
ofquestion tries to confirm existing beliefs or as-
sumptions. A last type of question tries to dis-
cover new ideas.

Research projects are designed around re-

search problems or questions. Before designing a
project, quantitative researchers focus on a spe-
cific research problem within a broad topic. For

example, your personal experience might sug-
gest labor unions as a topic. "Labor unions" is a

topic, not a research question or a problem. In

any large library, you will find hundreds of

books and thousands of articles written by soci-

ologists, historians, economists, management
officials, political scientists, and others on

unions. The books and articles focus on different
aspects of the topic and adopt manyperspectives
o.r it. B.fot" proceeding to design a research
project, you must narrow and focus the topic.
An example research question is, "How much
did U.S. labor unions contribute to racial in-

equality by creating barriers to skilled jobs for
African Americans in the post-World War II
period?"

When starting research on a topic, askyour-
self: What is it about the topic that is of greatest
interest? For a topic about which you know little,
first get background knowledge by reading
about it. Research questions refer to the rela-
tionships among a small number of variables.
Identify a limited number of variables and spec-
ifi' the relationships among them'

A research question has one or a small num-
ber of causal relationships. Box 4.5 lists some
ways to focus a topic into a research question.
For example' the question, "What causes di-

vorce?" is not a good research question. A better
research question is, "Is age at marriage associ-
ated with divorce?" The second question sug-
gests two variables: age of marriage and divorce.
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1. Examine the literature. published articles are an
excellent source of ideas for research questions.

]hey are usually at an appropriate levei of speci_
ficity and suggest research questions that focus
on the following:

a. Replicate a previous research project exactly
or with slight variations.

b. Explore unexpected findings discovered in
previous research.

c. Follow suggestions an authorgives for future
research at the end of an article.

d. Extend an existing explanation or theory to a
new topic or setting.

e. Challenge findings or attempt to refute a re_
lationship.

f. Specify the intervening process and consider
linking relations.

2. Talk over ideas with others.
a. Ask people who are knowledgeable about

the topic for questions about it that thev
have thought of.

b. Seek out those who hold opinions that differ
from yours on the topic and discuss possible
research questions with them.

3. Apply to a specific context.
a. Focus the topic onto a specific historical pe_

riod or time period.

b. Narrow the topic to a specific society or ge_
ographic unit.

c. Consider which subgroups or categories of
people,/units are involved and whether there
are differences among them.

4. Define the aim or desired outcome of the study.
a. Will the research question be for an ex_

ploratory, expla natory, or descriptive study?
b. Will the study involve applied or basic re_

search?

Another technique for focusing a research
question is to specify the uniyerse to which the
answer to the question can be generalized. All re_
search questions, hypotheses, and studies apply
to some group or category of people, orgunbu_
tions, or other units. The universeis the set of alt
units that the research covers, or to which it can
be generalized. For example, your research ques_
tion is about the ef[ects of a new attendance ool_
icy on learning by high school students. The
universe, in this case, is all high school students.

\Mhen refining a topic into a research ques_
tion-and designing a research project, yor-ralso
need to consider practical limitations. Designing
a perfect research project is an interestingicad_
emic€xercise, but if you expect to carry out a re_
search project, practical limitations wijl have an
impact on its design.

Major limitations include time, costs, access
to resources, approval by authorities, ethical
concerns, and expertise. Ifyou have 10 hours a
week for five weeks to conduct a research Droi_
ect, but the answer to a research question will
take five years, reformulate the research question
more narrowly. Estimating the amount of time
required to answer a research question is difE_
cult.'The research question spicified, the re_
search technique used, and the type of data
collected all play significant roles. ixperienced
researchers are the best source ofgood estimates.

Cost is another limitation. As with time,
there are inventive ways to answer a question
within limitations, but it may be impoisible to
answ€r some questions because of the expense
involved. For example, a research question
about the attitudes of all sports fans toward their
team mascot can be answered only with a great
investment of time and money. Narrowin! the
research question to how students at two dfuer_
ent colleges feel about their mascots might make
it more manageable.

Access to resources is a common limitation.
Resources can include the expertise of others,
special equipment, or information. For example,
a research question about burglary rates and



family income in many different nations is al-
most impossible to answer because information
on burglary and income is not collected or avail-
able for most countries. Some questions require
the approval of authorities (e.g., to see medical
records) or involve violating basic ethical princi-
ples (e.g., causing serious physical harm to a per-
son to see the person's reaction). The expertise
or background of the researcher is also a limita-
tion. Answering some research questions in-
volves the use of data collection techniques,
statistical methods, knowledge of a foreign lan-
guage, or skills that the researcher may not have.
Unless the researcher can acquire the necessary
training or can pay for another person's services,
the research question may not be practical.

In summary styles of qualitative and quan-
titative researchers have much in common, but
the researchers often differ on design issues,
such as taking a linear or nonlinear research path
and developing a research question (see Table

4.1). In addition, researchers tend to adopt a dif-
ferent language and approach to study design,
which we will consider next.

QUALITATIVE DESIGN ISSUES

The Language of Cases and Contexts

Qualitative researchers use a language of cases
and contexts, examine social processes and cases
in their social context, and look at interpreta-
tions or the creation of meaning in specific set-
tings. They try look at social life from multiple
points ofview and explain how people construct
identities. Only rarely do they use variables or
test hypotheses, or try to convert social life into
numbers.

Qualitative researchers see most areas and
activities of social life as being intrinsically qual-
itative. To them, qualitative data are not impre-
cise or deficient; they are highly meaningful.

TABTE 4. ' I Quantitative Reasearch versus Qualitative Research

Test hypothesis that the researcher begins with.

Concepts are in the form of distinct variables.

Measures are systematically created before data
collection and are standardized.

Data are in the form of numbers from precise
measuremenL

Theory is largely causal and is deductive.

Procedures are standard, and replication is
assumeo.

Analysis proceeds by using statistics, tables, or
charts and discussing how what they show relates
to hypotheses.

Capture and discover meaning once the researcher
becomes immersed in the data.

Concepts are in the form of themes, motifs,
generalizations, and taxonomies.

Measures are created in an ad hoc manner and are
often specific to the individual setting or
researcher.

Data are in the form of words and images from
documents, observations, and transcripts.

Theory can be causal or noncausal and is often
inductive.

Research procedures are particular, and replication
is very rare.

Analysis proceeds by extracting themes or
generalizations from evidence and organizing data
to present a coherent, consistent picture.
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Instead of trying to convert social life into vari-
ables or numbers, qualitative researchers borrow
ideas from the people they study and place them
within the context of a natural setting. They ex-
amine motifs, themes, distinctions, and ideas in-
stead ofvariables, and they adopt the inductive
approach of grounded theory.

Some people believe that qualitative data are
"soft," intangible, and immaterial. Such data are
so fuzzy and elusive that researchers cannot re-
ally capture them. This is not necessarily the
case. Qualitative data are empirical. They in-
volve documenting real events, recording what
people say (with words, gestures, and tone), ob-
serving specific behaviors, studying written doc_
uments, or examining visual images. These are
all concrete aspects of the world. For example,
some qualitative researchers take and cloiely
scrutinize photos or videotapes ofpeople or so-
cial events. This evidence is just as "hird,, and
physical as that used by quaniitative researchers
to measure attitudes, social pressure, intelli_
gence, and the like.

Grounded Theory

A qualitative researcher develops theory during
the data collection process. This more inductive
method means that theory is built from data or
grounded in the data. Moreover, conceptualiza-
tion and operationalization occur simultane-
ously with data collection and preliminarv dara
analysis. It makes qualitative iesearch flexible
and lets data and theory interact. eualitative re-
searchers remain open to the unexpected, are
willing to change the direction or focus of a re-
search project, and may abandon their original
research question in the middle of a project.

A qualitative researcher builds theory by
making comparisons. For example, when a re-
searcher observes an event (e.g., a police officer
confronting a speeding motorist), he or she im-
mediately ponders questions and looks for sim-
ilarities and differences. When watching a police
officer stop a speeder, a qualitative researcher
asksj Does the police officer always radio in the

car's license number before proceeding? After
radioing the car's location, does the officer ask
the motorist to get out of the car sometimes, but
in others casually walk up to the car and talk to
the seated driver? When data collection and the_
orizing are interspersed, theoretical questions
arise that suggest future observations, so new
data are tailored to answer theoretical questions
that came from thinking about previorri dutu.

The Context ls Critical

Qualitative researchers emphasize the social
context for understanding the social world. They
hold that the meaning of a social action or state_
ment depends, in an important way, on the con-
text in which it appears. When a researcher
removes an event, social action, answer to a
question, or conversation from the social con_
text in which it appears, or ignores the context,
social meaning and significance are distorted.

Attention to social context means that a
qualitative researcher notes what came before or
what surrounds the focus of study. It also im_
plies that the same events or behaviors can have
different meanings in different cultures or his_
torical eras. For example, instead of ignoring the
context and counting votes across time or cul_
tures) a qualitative researcher asks: What does
voting mean in the context? He or she may treat
the same behavior (e.g., voting for a presidential
candidate) differently depending on the social
context in which it occurs. eualitative re-
searchers place parts of social life into a larger
whole. Otherwise, the meaning of the part niay
be lost. For example, it is hard to understand
what a baseball glove is without knowins some-
thing about the game of baseball. the r.,ihole of
the game-innings, bats, curve balls, hits-gives
meaning to each part, and each part without the
whole has little meaninc.

The Case and Process

In quantitative research, cases are usually the
same as a unit of analysis, or the unit on which



variables are measured (discussed later). Quan-
titative researchers typically measure variables of
their hypotheses across many cases. For exam-
ple, ifa researcher conducts a survey of450 indi-
viduals. each individual is a case or unit on
which he or she measures variables. Qualitative
researchers tend to use a "case-oriented ap-
proach [that] places cases, not variables, center
stage" (Ragin ,1992:5). They examine a wide va-
riety ofaspects ofone or a few cases. Their analy-
ses emphasize contingencies in "messy'' natural
settings (i.e., the co-occurrence of many specific
factors and events in one place and time). Expla-
nations or interpretations are complex and may
be in the form of an unfolding plot or a narrative
story about particular people or specific events.
Rich detail and astute insight into the cases re-
place the sophisticated statistical analysis ofpre-
cise measures across a huge number of units or
cases found in quantitative research.

The passage of time is integral to qualitative
research. Qualitative researchers look at the se-
quence ofevents and pay attention to what hap-
pens first, second, third, and so on. Because
qualitative researchers examine the same case or
set of cases over time, they can see an issue
evolve, a conflict emerge, or a social relationship
develop. The researcher can detect process and
causal relations.

In historical research, the passage of time
may involve years or decades. In field research'
the passage of time is shorter. Nevertheless, in
both, a researcher notes what is occurring at dif-
ferent points in time and recognizes that when
something occurs is often important.

Interpretation

Interpretation means to assign significance or a
coherent meaning to something. Quantitative
and qualitative researchers both interpret data,
but they do so in different ways. A quantitative
researcher gives meaning by rearranging, exam-
ining, and discussing the numbers by using
charts and statistics to explain how patterns in
the data relate to the research question. A quali-

tative researcher gives meaning by rearranging,
examining, and discussing textual or visual data
in a way that conveys an authentic voice, or that
remains true to the original understandings of
the people and situations that he or she studied.

Instead of relying on charts, statistics, and
displays of numbers, qualitative researchers put
a greater emphasis on interpreting the data.
Their data are often "richer" or more complex
and full of meaning. The qualitative researcher
interprets to "translate" or make the originally
gathered data understandable to other people.
th" pro..tt of qualitative interpretation moves '
through three stages or levels.

A researcher begins with the point of view
of the people he or she is studying, and the re-
searcher wants to grasp fully how they see the
world, how they define situations, or what
things mean to them. Aflrst-order interpretation
contains the inner motives, personal reasons'
and point of view of the people who are being
studied in the original context. As the researcher
discovers and documents this first-order inter-
pretation, he or she remains one step removed
from it. The researcher offers asecond-order in-
terpretation, which is an acknowledgment that
however much a researcher tries to get very
close and "under the skin" of those he or she is
studying, a researcher is still "on the outside
looking in." In the second-order interpretation,
the researcher tries to elicit an underlying co-
herence or sense of overall meaning in the data.
To reach an understanding of what he or she
sees or hears, a researcher often places the data
into a context of the larger flow of events and
behaviors. A qualitative researcher will often
move to the third step and link the understand-
ing that he or she achieved to larger concepts'
generalizations, or theories. The researcher can
share this broader interpretation with other
people who are unfamiliar with the original
data, the people and events studied, or the social
situations observed by the researcher. This level
of meaning translates the researcher's o$ryI un-
derstanding in a way that facilitates communica-
tion with people who are more distant from the
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QUANTITATIVE DESIGN ISSUES

The Language of Variables and
Hypotheses

Variation and Variables. The variable is a
central idea in quantitative research. Simply de_
fined, a variable is a concept that varies. Cj"anti_
tative research uses a language ofvariables and
relationships among variablei.

. 
In Chapter 2,you learned about two types

of concepts: those that refer to a fixed phenlm_
enon (e.g., the ideal type ofbureaucracy) and
those that vary in quantity, intensity, or amount
(e.g., amount of education). The second tl,pe of
concept and measures of the concepts are vari_
ables. Variables take on two o, 

-or" 
values.

Once you begin to look for them, you will see
variables everywhere. For example, gender is a
variable; it can take on two values: male or fe_
male. Marital status is a variable; it can take on
the values of never married single, married, di_
vorced, or widowed. Type of crime committed is
a variable; it can take on values ofrobbery, bur_
glary theft, murder, and so forth. Familyincome
is a variable; it can take on values from zero to
billions of dollars. A person's attitude toward
abortion is a variable; it can range from strongly
favoling legal abortion to strongly believing"in
antiabortion.

The values or the categories ofa variable are
its attributes. It is easy to confuse variables with
attributes. Variables and attributes are related,
but they have distinct purposes. The confusion
arises because the attribute of one variable can
itself become a separate variable with a slight
change in definition. The distinction is betwJen
concepts themselves that vary and conditions
within concepts that vary. For example, ..male,'
is not a variable; it describes a category ofgender
and is an attribute of the variable ;,gendei,'yet,
a related idea, "degree of masculiniw," is a vari_

original source, and it represents a third_order
interpretation.

able. It describes the intensity or strength ofat_
tachment to attitudes, beliefs, and beha=viors as_
sociated with the concept of masculine within a
culture. "Married" is not a variablq it is an at_
tribute of the variable .,marital 

status.,' Related
ideas such as "number of years married" or
"depth of commitment to a marriage,' are vari_
ables. Likewise, "robbery', is not a vlariable; it is
an attribute of the variable ..type 

of crime.,,
"Number of robberies,,' ,,-^bbaay 

rate,,,
"amount taken during a robbery', anj .,type 

of
robbery" are all variables because thev varv or
take on a range ofvalues.

Quantitative researchers redefine concepts
of interest into the language of variables. As the
examples of variables and attributes illustrate,
slight changes in definition change a nonvariable
into a variable concept. As you siw in Chapter 2,
concepts are the building blocks of theory; thev
organize thinking about the social world. Cleai
concepts with careful definitions are essential in
theory.

Types of Variables. Researchers who focus on
causal relations usuallybegin with an efi[ect, then
search for its causes. Variables are classified into
three basic types, depending on their location in
a causal relationship. The cause variable, or the
one that identifies forces or conditions that act
on something else, is the independent variable.
The variable that is the effect or is the result or
outcome of another variable is the de\endenr
variable. The independent variable is ..indepen_

dent of'prior causes that act on it, whereas the
dependent variable "depends on,, the cause.

It is not always easy to determine whether a
variable is independent or dependent. Two
questions help you identifr the independent
variable. First, does it come before otlier vari_
ables in time? Independent variables come be_
fore any other tipe. Second, if the variables
occur at the same time, does the author suggest
that one variable has an impact on unoth.rilr,_
able? Independent variables affect or have an im_
pact on other variables. Research topics are often
phrased in terms of the dependent variables be_
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cause dependent variables are the phenomenon

to be explained. For example, suppose a re-

searcher examines the reasons for an increase in

the crime rate in Dallas, Texas; the dependent

variable is the crime rate.
A basic causal relationship requires only an

independent and a dependent variable. A third

tlpe of variable, the intervening v ariabla appears

in more complex causal relations. It comes be-

tween the independent and dependent variables

and shows the link or mechanism between them.

Advances in knowledge depend not only on doc-

umenting cause-and-effect relationships but

also on specifring the mechanisms that account

for the causal relation. In a sense, the intervening

variable acts as a dependent variable with respect

to the independent variable and acts as an inde-

pendent variable toward the dependent variable.

For example, French sociologist Emile

Durkheim developed a theory of suicide that

specified a causal relationship between marital

status and suicide rates. Durkheim found evi-

dence that married people are less likely to com-

mit suicide than single people. He believed that

married people have greater social integration
(i.e., feelings of belonging to a group or family).

He thought that a major cause of one type of sui-

cide was that people lacked a sense of belonging

to a group. Thus, his theory can be restated as a

three-variable relationship: marital status (inde-

pendent variable) causes the degree of social in-

tegration (intervening variable), which affects

suicide (dependent variable). Specifying the

chain of causality makes the linkages in a theory

clearer and helps a researcher test complex ex-

planations.l
Simple theories have one dependent and

one independent variable, whereas complex the-

ories can contain dozens ofvariables with multi-

ple independent, intervening, and dependent

variables. For example, a theory of criminal be-

havior (dependent variable) identifies four inde-

pendent variables: an individual's economic

hardship, opportunities to commit crime easily,

membership in a deviant subgroup of society

that does not disapprove of crime, and lack of

punishment for criminal acts. A multicause ex-
planation usually specifies the independent vari-
able that has the greatest causal effect.

A complex theoretical explanation contains
a string of multiple intervening variables that are
linked together. For example' family disruption
causes lower self-esteem among children, which
causes depression, which causes poor grades in

school, which causes reduced prospects for a
good job, which causes a lower adult income.
The chain of variables is: family disruption (in-

dependent), childhood self-esteem (interven-

ing), depression (intervening), grades in school !

(intervening), job prospects (intervening)' adult
income (dependent).

Two theories on the same topic may have

different independent variables or predict differ-
ent independent variables to be important. In

addition, theories may agree about the indepen-
dent and dependent variables but differ on the
intervening variable or causal mechanism. For

example, two theories say that family disruption
causes lower adult income, but for different rea-
sons. One theory holds that disruption encour-
ages children to join deviant peer groups that are
not socialized to norms of work and thrift.
Another emphasizes the impact of the disrup-
tion on childhood depression and poor acade-
mic performance, which directly affect job

performance.
A single research project usually tests only a

small part of a causal chain. For example, a re-

search project examining six variables may take
the six from a large, complex theory with two
dozen variables. Explicit links to a larger theory
strengthen and clarifr a research project. This
applies especia\ for explanatory, basic research'
which is the model for most quantitative re-
search.

Causal Theory and HYPotheses

The Hypothesis anil Causality. A h'ltpothesis is

a proposition to be tested or a tentative state-
ment of a relationship between two variables.
Hypotheses are guesses about how the social
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I . lt has at least two variables.
2. lt expresses a causal orcause-effect relationship

between the variables.

3. lt can be expressed as a prediction or an ex-
pected future outcome.

4. lt is logically linked to a research question and a
theory.

5. lt is falsif iable; that is, it is capable of being
tested against empirical evidence and shown to
be true or false.

world works; they are stated in a value-neutral
form.

A causal hypothesis has five characteristics
(see Box 4.6). The first two characteristics define
the minimum elements of a hypothesis. The
third restates the hypothesis. Foi example, the
hlpothesis that attending religious services re-
duces the probability ofdivorce can be restated
as a prediction: Couples who attend religious
services frequently haye a lower divorce rate
than do couples who rarely attend religious ser-
vices. The prediction can be tested against em-
pirical evidence. The fourth characteristic states
that the hlpothesis should be logically tied to a
research question and to a theory. Researchers
test hypotheses to answer the research question
or to find empirical support for a theory. The
last characteristic requires that a researcher use
empirical data to test the hypothesis. Statements
that are necessarily true as a result of logic, or
questions that are impossible to answer through
empirical obseniation (e.g., What is the "good
life"? Is there a God?) cannot be scientific hy-
potheses.

Testing and Refining Hypothesis. Knowledge
rarely advances on the basis ofone test ofa sin-
gle hypothesis. In fact, it is easy to get a distorted

picture of the research process by focusing on a
single research project that tests one hpothesis.
Knowledge develops over time as researchers
throughout the scientific community test many
hlpotheses. It grows from shifting and winnow-
ing through many hypotheses. Each hlpothesis
represents an explanation of a dependent vari-
able. If the evidence fails to support some hy-
potheses, they are gradually eliminated from
consideration. Those that receive support re-
main in contention. Theorists and researchers
constantly create new hypotheses to challenge
those that have received support. Figure 4.3 rep-
resents an example of the process of shifting
through hypotheses over time.

Scientists are a skeptical group. Support for
a hypothesis in one research project is not suffi-
cient for them to accept it. The principle of repli-
cation says that a hypothesis needs several tests
with consistent and repeated support to gain
broad acceptance. Another way to strengthen
confidence in a hlpothesis is to test related
causal linkages in the theory from which it
comes.

Types of Hypotheses. Hlpotheses are links in a
theoretical causal chain and can take several
forms. Researchers use them to test the direction
and strength of a relationship between variables.
\tVhen a hypothesis defeats its competitors, or of-
fers alternative explanations for a causal relation,
it indirectlylends support to the researcher's ex-
planation. A curious aspect of hypothesis testing
is that researchers treat evidence that supports a
hypothesis differently from evidence that op-
poses it. They give negative evidence more im-
portance. The idea that negative evidence is
critical when evaluating a hypothesis comes
from the logic of disconfirming h1,potheses.2 It is
associated with Karl Popper's idea of falsification
and with the use of null hypotheses (see later in
this section).

A hypothesis is never proved, but it can be
disproved. A researcher with supporting evi-
dence can say only that the hypothesis remains a
possibility or that it is still in the running. Nega-
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F tc u R E 4.3 How the Process of Hypotheses Testing operates over Time
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tive evidence is more significant because the hy-
pothesis becomes "tarnished" or "soiled" if the
evidence fails to support it. This is because a hy-
pothesis makes predictions. Negative and dis-
confirming evidence shows that the predictions
are wrong. Positive or confirming evidence for a
hypothesis is less critical because alternative hy-
potheses may make the same prediction' A re-
searcher who finds confirming evidence for a
prediction may not elevate one explanation over
its alternatives.

In 2006, 3 hypotheses are in contention, but from 1 966 to 2006, 1 t hypotheses were considered, and ovel

time, 8 of them were reiected in one or more tests.

1 966

There are tive possible hypotheses.

1976

Two of the original five hypotheses
are rejected.
A new one is develoPed.

1986

Two hypotheses are rejected.
Two new ones are developed.

1996

Three hypotheses are reiected.
A new one is developed.

2006

One hypothesis is rejected.
Two new ones are develoPed.

For example, a man stands on a street cor-
ner with an umbrella and claims that his um-
brella protects him from falling elephants. His
hypothesis that the umbrella provides protec-
tion has supporting evidence. He has not had a
single elephant fall on him in all the time he has
had his umbrella open. Yet, such supportive ev-
idence is weak; it also is consistent with an alter-
native hypothesis-that elephants do not fall
from the sky. Both predict that the man will be
safe from falling elephants. Negative evidence

n t {

trt1ei
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for the hypothesis-the one elephant that falls
on him and his umbrella, crushing both-would
destroy the hypothesis for good.

Researchers test hypotheses in two ways: a
straightforward way and a null hypothesis way.
Many quantitative researchers, especially exper-
imenters, frame hlpotheses in terms of a null hy-
pothesis based on the logic of the disconfirming
hypotheses. They test hypotheses by looking for
evidence that will allow them to accept or reiect
the null hypothesis. Most people talk ibout a hy-
pothesis as a way to predict a relationship. The
null hypothesis does the opposite. It predicts no
relationship. For example, Sarah believes that
students who live on campus in dormitories get
higher grades than students who live offcampus
and commute to college. Her null hlpothesis is
that there is no relationship between residence
and grades. Researchers use the null hypothesis
with a corresponding alternative hypothesis or
experimental hypothesis. The alternative hy-
pothesis says that a relationship exists. Sarah's
alternative hypothesis is that students' on-cam-
pus residence has a positive effect on grades.

For most people, the null hypothesis ap-
proach is a backward way of hlpothesis testing.
Null hypothesis thinking rests on the assump-
tion that researchers try to discover a relation-
ship, so hlpothesis testing should be designed to
make finding a relationship more demanding. A
researcher who uses the null hypothesis ap-
proach only directly tests the null hlpothesis. If
evidence supports or leads the researcher to ac-
cept the null hypothesis, he or she concludes that
the tested relationship does not exist. This im-
plies that the alternative hlpothesis is false. On
the other hand, if the researcher can find evi-
dence to reject the null hypothesis, then the al-
ternative hlpotheses remain a possibility. The
researcher cannot prove the alternative; rather,
by testing the null hypotheses, he or she keeps
the alternative hypotheses in contention. When
null hypothesis testing is added to confirming
evidence, the argument for an alterative hypoth-
esis can grow stronger over time.

Many people find the null hypothesis to be
confusing. Another way to think of it is that the
scientific community is extremely cautious. It
prefers to consider a causal relationship to be
false until mountains of evidence show it to be
true. This is similar to the Anglo-American legal
idea of innocent until proved guilty. A re-
searcher assumes, or acts as if, the null hlpothe-
sis is correct until reasonable doubt suggests
otherwise. Researchers who use null hlpotheses
generally use it with specific statistical tests (e.g.,
t-test or F-test). Thus, a researcher may say there
is reasonable doubt in a null hypotheiis ii a sta-
tistical test suggests that the odds ofit being false
are 99 in 100. This is what a researcher means
when he or she says that statistical tests allow
him or her to "reject the null hypothesis at the
.01 level of significance."

Aspects of Explanation

Clarity ahout Units and Levels of Analysis. It
is easy to become confused at first about the
ideas of units and levels of analysis. Neverthe-
less, they are important for clearly thinking
through and planning a research project. All
studies have both units and levels of analysis, but
few researchers explicitly identiSr them as such.
The levels and units of analysis are restricted by
the topic and the research question.

A level of analysis is the level of social reality
to which theoretical explanations refer. The level
of social realityvaries on a continuum from mi-
cro level (e.g., small groups or individual
processes) to macro level (e.g., civilizations or
structural aspects ofsociety). The level includes a
mix of the number of people, the amount of
space, the scope of the activity, and the lengh of
time. For example, an extreme micro-level
analysis can involve a few seconds ofinteraction
between two people in the same small room. An
extreme macro-level analysis can involve billions
ofpeople on several continents across centuries.
Most social research uses a level of analysis that
lies between these extremes.



The level of analysis delimits the kinds of
assumptions, concepts, and theories that a re-
searcher uses. For example, I want to study the
topic of dating among college students. I use a
micro-level analysis and develop an explana-
tion that uses concepts such as interpersonal
contact, mutual friendships, and common in-
terests. I think that students are likely to date
someone with whom they have had personal
contact in a class, share friends in common,
and share common interests. The topic and fo-
cus fit with a micro-level explanation because
they are targeted at the level offace-to-face in-
teraction among individuals. Another example
topic is how inequality affects the forms of vio-
Ient behavior in a society. Here, I have chosen a
more macro-level explanation because of the
topic and the level of social reality at which it
operates. I am interested in the degree of in-
equality (e.g., the distribution of wealth, prop-
erty, income, and other resources) throughout
a society and in patterns of societal violence
(e.g., aggression against other societies, sexual
assault, feuds between families). The topic and
research question suggest macro-level concepts
and theories.

The unit of analysis refers to the type of unit
a researcher uses when measuring. Common
units in sociology are the individual, the group
(e.g., family, friendship group), the organization
(e.g., corporation, university), the social cate-
gory (e.8., social class, gender, race), the social
institution (e.g., religion, education, the family),
and the society (e.g., a nation, a tribe). Although
the individual is the most commonly used unit
of analysis, it is by no means the only one. Dif-
ferent theories emphasize one or another unit of
analysis, and different research techniques are
associated with specific units of analysis. For ex-
ample, the individual is usuallythe unit of analy-
sis in survey and experimental research.

As an example, the individual is the unit of
analysis in a survey in which 150 students are
asked to rate their favorite football player. The
individual is the unit because each individual
student's response is recorded. On the other

hand, a study that compares the amounts differ-
ent colleges spend on their football programs
would use the organization (the college) as the
unit of analysis because the spending by colleges
is being compared and each college's spending is
recorded.

Researchers use units of analysis other than
individuals, groups, or ganizations, social cate-
gories, institutions, and societies. For example, a
researcher wants to determine whether the
speeches oftwo candidates for president ofthe
United States contain specific themes. The re-
searcher uses content analysis and measures the
themes in each speech of the candidates. Here,
the speech is the unit of analysis. Geographic
units of analysis are also used. A researcher in-
terested in determining whether cities that have
a high number of teenagers also have a high rate
of vandalism would use the city as the unit of
analysis. This is because the researcher measures
the percentage ofteenagers in each city and the
amount of vandalism for each city.

The units of analysis determine how a re-
searcher measures variables or themes. They also
correspond loosely to the level of analysis in an
explanation. Thus, social-psychological or micro
levels of analysis fitwith the individual as a unit of
analysis, whereas macro levels of analysis fit with
the social category or institution as a unit. Theo-
ries and explanations at the micro level generally
refer to features of individuais or interactions
among individuals. Those at the macro level refer
to social forces operating across a society or rela-
tions among major parts of a society as a whole.

Researchers use levels and units of analysis
to design research projects, and being aware of
them helps researchers avoid logical errors. For
example, a study that examines whether colleges
in the North spend more on their football pro-
grams than do colleges in the South irnplies that
a researcher gathers information on spendingby
college and the location of each college. The unit
of analysis-the organization or, specifically, the
college-flows from the research problem and
tells the researcher to collect data from each
college.
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Researchers choose among different units
or levels of analysis foruimila, tlpics orl"r.ur.f,
questions. For example, u ,.r."rih., could con_
drrct a pioject on thJ topic of patriarct y ana ,ri_
olence with society as the unit of arralysis fo. the
research question, ..Are patriarchai societies
more violent?" He or she would collect d.ata on
societies and classi$' each society by its degree of
patriarchy and its level of violence. On the"other
hand, if the research question was ,.Is the degree
of patriarchywithin u fu-ity urro.iutJ*iin rri_
ol.::: against a spouse?,' ihe unit of anatysis
could be the group or the family, u"a u rno.. _i_
cro level of analysis would be appropriate. The
researcher could collect data on Amilies bymea_
suring the degree of patriarchy within diif"r.rrt
families and the level of violence ;;;;.."
spouses in these families. The same topic can be
addressed with different levels urrd .rrrit, of
Tdy:.it because patriarchy can be a variable that
descrlbes an entire society, or it can describe so_
cial relations within one family. f*ewis., ,rio_
lence can be defined as general behavior across a
society, or as the interpersonal actions of one
spouse toward the other.

lcological 
Failo:y, The ecological fallacy arises

trom a mismatch of units of analysis. It refers to
a poor fit between the units for which a re_
:.ut.Jr:r- has empirical evidence and the units
tor whlch he or she wants to make statements. It
is due to imprecise reasoning urra g.rr"rJiri.rg
beyond what the evidence warrants. Ecological
fallacy occurs when a researcher gathers i^io u,
a higher or an aggregated unit o? urrulvri, but
wants to make a statement about a I'ower or
disaggregated unit. It is a fallacy be.arrr" ,hat
happens in one unit of analysis ioes 

"oi 
ut_uy,

hold for a different unit of analysis. Th;r, ii;;.
searcher gathers data for large aggregates (eg.,
organizations, entire countries, 

"i..iu"a 
il."

draws conclusions about the behavior oi i"ii_
viduals from those data, he or she i, .o--it_
ting the ecological fallacy. you can avoid this
error by ensuring that the unit of analySis vou
use in an explanation is the same u, or rr.*.i*.

to the unit on which you collect data (see Box
A A\

Eymple. Tomsville and foansville each have
about,45,000 people living in tn.-. io_*itf.
lur u 1tql percentage of upper_income people.
Over half of the households in tn" to*"-i'uu.
family incomes of over $200,000. ffr" to*, Jro

3: ::_.: 
mgtgr-ry. clelregistered in it than any

other town of its size. The town ofJoansville has
many poor people. Half its households live be_

Researchers have criticized the famous studv Suicide
([1.897] I 95 t) by Emile Durkheim for the eco'togi_
:allal|1c{ ?ftr:ating group data as though they were
individual-level data. In the study, Ouitt"i#-r_
pared the suicide rates of protestant and Catiolic
districts in nineteenth_century western fu.op" ana
explained observed differences as due to differences
between people's beliefs and practices in th"i*o r"_
ligions. He said that protestants had a frigher suicide
rate than Catholics because they were rniru iiJiuia_
ualistic and had lower social iniegration. Durkheim
and early researchers only had artl Oy airtriJ iin.u
people tended to reside with others of th" ,rru ."_
ligion, Durkheim used eroup_levelart, fi."., ,"gL.)
for individuals

Later researchers (van poppel and Day,1996)
reexamined nineteenth_century suicide rates only
with individual-level data thatihey air.ou"r"Jfo,
some areas. They compared the death records and
tooked at the official reason of death and religion,
but their results differed from Or.ru,uirt. np"prr_
ently, local officials at that time recorded deaths'dif_
ferently.for people of different ,"ligi;;;. i;y
r"-.or+d "unspecified" as a reason for ae-atfr far more
often for Catholics because of a strong rnorriproii_
bition against suicide among Catholil. Ou.kheim,s
larger theory may be correct, yet the evidence he
had to test it was weak because he used data aesre_
gated at the group level while trying to 

"*pt"iilti"actions of individuals.
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low the poverty line. It also has fewer motorcy-

cles registered in it than any other town its size.

But it is a fallacy to say, on the basis of this infor-

mation alone, that rich people are more likely to

own motorcycles or that the evidence shows a

relationship between family income and motor-

cycle ownership. The reason is that we do not

know which families in Tomsville or Joansville
own motorcycles. We only know about the two

variables-average incorne and number of mo-

torcycles-for the towns as a whole. The unit of

analysis for observing variables is the town as a

whole. Perhaps all of the low- and middle-in-

come families in Tomsville belong to a motorcy-

cle club, and not a single upper-income family

belongs. Or perhaps one rich family and five

poor ones in Joansville each own motorcycles.

In order to make a statement about the relation-

ship between famrly ownership of motorcycles

and family income, we have to collect informa-

tion on families, not on towns as a whole-

Reductionism. Another problem involving

mismatched units of analysis and imprecise rea-

soning about evidence is reductionism, also

calledthe fallacy of nonequivalence (see Box 4.8)'

This error occurs when a researcher explains

macro-level events but has evidence only about

specific individuals. It occurs when a researcher

observes alower or disaggregated unit of analysis

but makes statements about the operations of

higher or aggregatedanits. It is a mirror image of

the mismatch error in the ecological fallary. A

researcher who has data on how individuals be-

have but makes statements about the dynamics

of macro-level units is committing the error of

reductionism. It occurs because it is often easier

to get data on concrete individuals. Also, the op-

erition of macro-level units is more abstract and

nebulous. As with the ecological fallacy, you can

avoid this error by ensuring that the unit of

analysis in your explanation is very close to the

one for which you have evidence.
Researchers who fail to think precisely

about the units of analysis and those who do not

couple data with the theory are likely to commit

the ecological fallacy or reductionism. :Ihey

make a mistake about the data appropriate for a

research question, or they may seriously over-
generalize from the data.

You can make assumptions about units of

analysis other than the ones you study empiri-
cally. Thus, research on individuals rests on as-

sumptions that individuals act within a set of

social institutions. Research on social institu-
tions is based on assumptions about individual
behavior. We know that many micro-level units
form macro-level units. The danger is that it is

easy to slide into using the causes or behavior of

micro units, such as individuals, to explain the

actions of macro units, such as social institu-
tions. What happens among units at one level

does not necessarily hold for different units of

analysis. Sociology is a discipline that rests on

the fundamental belief that a distinct level of so-

cial reality exists beyond the individual. Expla-
nations ofthis level require data and theory that
go beyond the individual alone. The causes,
forces, structures, or processes that exist among
macro units cannot be reduced to individual
behavior.

Example. Why did World War I occur? You
may have heard that it was because a Serbian
shot an archduke in the AustroHungarian Em-
pire in 1914. This is reductionism. Yes, the as-

sassination was a factor, but the macro-political
event between nations-w41-snnn6f be re-

duced to a specific act of one individual. If it

could, we could also say that the war occurred
because the assassin's alarm clock worked and
woke him up that morning. If it had not worked,
there would have been no assassination, so the

alarm clock caused the war! The event, World
War I, was much more complex and was due to

many social, political, and economic forces that

came together at a point in history' The actions
of specific individuals had a role' but only a mi-
nor one compared to these macro forces' Indi-

viduals affect events, which eventually, in

combination with larger-scale social forces and

organizations, affect others and move nations,
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Suppose you pick up a book and read the following:

American race relations changed dramatically duingthe
Civil Rights Era of the 1 9 G7s. Attitudes arirg the mo_
jority, white population shifted to greater tolirance as
laws and court rulings changed aiss the nation. Op_
portunities that had been legally and officially closed to
all.but the white population_in the orro, of houring,
jobs, schooling, voting rights, and so on_were opened
to people of all races. From the Brown vs. Board of Ed_
ucation decision in 1955, to the Civit Rights Act of
1954, to the War on poverty from I 965 lo I 96g, a
new, dramatic outlook swept the country. This was the
result ofthe vision, dedication, and actions of Ameica,s
foremost civil rights leader, Dr. Martin Luthir Kng Jr.

. ^This 
says: dependent variable: major change in

U.S. race relations over a I O_ to 1 3'_year p"iioa;
independent.variable = King,s vision and actions.

lf you know much about the civil rights era, you
see a problem. The entire civil rights mivement 

"and
its successes are attributed to a single individual. yes,
one individual does make a differenie and helps build
and guide a movement, but the movementis missing.
The idea of a social-political movement as a causal
torce is reduced to its major leader. The distinct so_
cial phenomenon-a movement_is obscured. Losr
are the actions of hundreds of thousands of people
(marches, court cases, speeches, prayer meetings,
sit-ins, rioting, petitions, beatings, eti.) involved in
advancing a shared goal and the responses to them.

The movement's ideology, popular mobilization, pol_
itics, organization, and strategy are absent. Reiated
macro-level historical events and trends that may
have influenced the movement (e.g., Vietnam War
protest, mood shift with the kiliing of John F.
Kennedy, African American separatist politi.r, lf.i..n
American migration to urban North) aie also ignored.

. , 
This error is not unique to histoiical 

""plrn"rtionr.Many people think only in terms of individual actions
and have an individualist bias, sometimes called
methodological individualism. This is especially true in
the extremely individualistic U.S. culture. fhe erro. is
that it disregards units of analysis or forces b"vona
the individual. The error of redictionism shifts e'"pla_
nation to a much lower unit of analysis. One could
continue to reduce from an individual,s behavior to
biological processes in a person, to micro_level neu_
rochemical activities, to the subatomic level.

Most people live in ,,social 
worlds" focused on lo_

cal, immediate settings and their interactions with a
small set ofothers, so their everyday sense of rerlitv
encourages seeing social trends or events as individ_

:i!fi"1r:."1 
psychotogicat processes. Often, they

become blind to more abstract, macro_level enti_
ties-socia I forces, processes, orga nizations, institu_
tions, movements, or structures. The idea that all
social actions cannot be reduced to individuals alone

! 11"^-1". of sociotogy. In his ctassic *orf. SuiJa",
Emile.Durkheim fought methodological individualism
and demonstrated that larger, unrecognized social
forces explain even highly individual, prluate r.iionr.

but individual actions alone are not the cause.
Thus, it is likely that a war would have broken
out at about that time even if the assassination
had not occurred.

Spuriousness. To call a relationship between
uariables spurious means that it is false, a mirage.
Researcfuers get excited if they think they hie
found a spurious relationship because tfr.y.u"
show that what appearc on ih" surface is false

and amore complex relation exists. Any associ_
ation between two yariables might be spurious,
so researchers are cautious when they iiscover
that two variables are associated; upor, fu.ih.,
investigation, it may not be the basis for a real
causal relationship. It may be an illusion, iusr
like themirage that resembies a pool of*ut"i o.,
a road during a hot day.

Spuiousness occurs when two variables ap_
pear to be associated but are not causally relatid
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For many years, researchers observed a strong post-
tive association between the use of a night-light and
children who were nearsighted. Many thought that
the night-light was somehow causing the children to
develop vision problems (i l lustrated as a below).
Other researchers could think of no reason for a
causal link between night-light use and developing
nearsightedness. A 1 999 study provided the answer.
It found that nearsighted parents are more likely to
use night-lights; they also genetically pass on their vi-
sion deficiency to their children. The study found no
link between night-l ight use and nearsightedness
once parental vision was added to the explanation
(see b below). Thus the init ial causal l ink was mis-
leading or spurious (from New Yo* Times, May 22,
2001).

a. Initial relationship

because an unseen third factor is the real cause
(see Box 4.9). The unseen third or other variable
is the cause of both the independent and the de-
pendent variable in the apparent but illusionary
relationship and accounts for the observed asso-
ciation. In terms of conditions for causaliry the
unseen factor is a more powerful alternative
explanation.

You now understand that you should be
wary ofcorrelations or associations, but how can

you tell whether a relationship is spurious, and
how do you find out what the mysterious third
factor is? You will need to use statistical tech-
niques (discussed later in this book) to test
whether an association is spurious. To use them,
you need a theory or at least a guess about possi-
ble third factors. Actually, spuriousness is based
on commonsense logic that you already use. For
example, you already know that there is an asso-
ciation between the use of air conditioners and
ice cream cone consurnption. If you measured
the number of air conditioners in use and the
number ofice cream cones sold for each day, you
would find a strong correlation, with more cones
sold on the days when more air conditioners are
in use. But you know that eating ice cream cones
does not cause people to turn on air condition-
ers. Instead, both variables are caused by a third
factor: hot days. You could verify the same thing
through statistics by measuring the daily temper-
ature as well as ice cream consumption and air
conditioner use. In social research, opposing the-
ories help people figure out which third factors
are relevant for many topics (e.g., the causes of
crime or the reasons for war or child abuse).

Example 1. Some people say that taking illegal
drugs causes suicide, school dropouts, and vio-
lent acts. Advocates of "drugs are the problem"
position point to the positive correlations be-
tween taking drugs and being suicidal, dropping
out ofschool, and engaging in violence. They ar-
gue that ending drug use will greatly reduce sui-
cide, dropouts, and violence. Others argue that
many people turn to drugs because of their emo-
tional problems or high levels of disorder of their
communities (e.g., high unemployrnent, unsta-
ble families, high crime, few community services,
lack of cifity). The people with emotional prob-
lems or who live in disordered communities are
also more likely to commit suicide, drop out, and
engage in violence. This means that reducing
emotional problems and community disorder
will cause illegal drug use, dropping out, suicide,
and violence all to decline greatly. Reducing drug
taking alone will have only a limited effect be-

POS|TTVE ASSOCTATTON

b. Addition of the missing true causal factor

SPURIOUS ASSOCIATION
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cause it ignores the root causes. The "drugs are
the problem" argument is spurious because the
initial relationship between taking illegal drugs
and the problems is misleading. The emotional
problems and community disorder are the true
and often unseen causal variables.

Example 2. In the United States and Canada,
we observe an empirical association between
students classified as being in a non-White racial
category and scoring lower academic tests
(compared to students classifed as in a White
categor/). The relationship between racial classi-
fication and test scores is illusionary, because a
powerful and little-recognized variable is the
true cause of both the racial classification and
the test scores (see Figure 4.4).In this case, the
true cause operates directly on the independent
variable (racial classification) but indirectly
through an intervening process on the depen-
dent variable (test scores). A beliefsystem that is
based on classifying people as belonging to racial
groups and assigning great significance to super-
ficial physical appearance, such as skin color, is
the basis of what people call "race." Such a belief
system also is the basis for prejudice and dis-
criminatorybehavior. In such a situation, people
are seen as belonging to different races and

LITERATURE AND PLANNING A STUDY IOI

treated differently because of it, such as having
different job opportunities and housing choices.
Discriminated-against people who are in some
racial categories find limits in their housing
choices. This means they get separated or
grouped together in undesirable areas. Poor
housing gets combined with unequal schooling,
such that the lowest-quality schools are located
in areas with the least desirable housing. Since
the relationship between school quality and test
scores is very strong, students from families liv-
ing in less desirable housing areas with low-qual-
ity schools get lower test scores.

We can now turn from the errors in causal
explanation to avoid and more to other issues
involving hlpotheses. Table 4.2 provides a re-
view of the major errors.

From the Research Question to
Hypotheses

It is difficult to move from a broad topic to hy-
potheses, but the leap from a well-formulated
research question to hypotheses is a short one.
Hints about hlpotheses are embedded within a
good research question. In addition, hlpotheses
are tentative answers to research questions (see
Box 4.10).

FIGURE 4.4

Real
Cause

Spurious Association

Real
Cause Real

Cause

Example of a Spurious Relationship between Belonging to a Non-
White "Race" and Getting Low Academic Test Scores

Students treated as belonging to
a racial social caiegory ("White"
or "Non-White") based on
superf icial physical appearance

Discrimination against
non-Whites in jobs
and housing

I
Y

Segregated housing

I
Y

Non-Whites attend
lower-quality schools

Societywide racist beliefs and
treatment of social categories
as if they had an
inherent-biological basis
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Summary of Errors in Exptanation

Ecological Fallacy The empirical observations are at too
high a level for the causal relationship
that is stated.

Reductionism The empirical observations are at too
low a level for the causal relationship
that is stated.

Spuriousness An unseen third variable is the actual
cause ofboth the independent and
dependent variable.

New York has a high crime rate. Joan
lives in New York. Therefore, she -
probably stole my watch.

Because Steven lost his job and did not
buy a new car, the country entered a
long economic recession.

Hair length is associated with TV
programs. People with short hair prefer
watching football; people with long hair
prefer romance stories. (lJnseen: Cender)

Bad Research Questions

N ot Enpi rically T estable, N onscientifi c euestions
r Should abortion be legal?
r ls it right to have capital punishment?

General Topics, Not Research euestions
I Treatment of alcohol and drug abuse
r Sexuality and aging

Set of Variables, Not euestions
r Capital punishment and racial discrimination
r Urban decay and gangs

Too Vague, Ambiguous
r Do police affect delinquency?
r What can be done to prevent child abuse?

Need to Be Still More Specific
r Has the incidence of child abuse risen?
r How does poverty affect children?
r What problems do children who grow up in

povefty experience that others do not?

Good Research Questions
Exploratory Questions
I Has the actual incidence of child abuse changed in

Wisconsin in the past l0 years?

Desciptive Questions
r ls child abuse, violent or sexual, more common in

families that have experienced a divorce than in
intact, never-divorced fam ilies?

I Are the children raised in poverty households
more likely to have medical, learning, and social_
emotional adjustment difficulties than nonpoverty
children?

Explanatory Questions
l Does the emotional instability created by experi_

encing a divorce increase the chances that di_
vorced parents wil l physically abuse their
children?

r ls a lack of sufficent funds for preventive treat_
ment a major cause of more serious medical prob_
lems among children raised in families in poverty?
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Consider an example research question: ,.Is
age at marriage associated with divorce?', The
question contains two variables: ..age at mar-
riage" and "divorce." To develop a hfrothesis, a
researcher asks, "Which is the independent vari_
able?" The independent variable is-..aqe at mar_
riage" because marriage must logicaliy precede
divorce. The researcher also asks] ..WLai is the
direction of the relationship?', The hypothesis
could be: "The lower the age at time of marriage,
the greater the chances that the marriase will
end in divorce." This hypothesis answe.s ihe ,._
search question and makes a prediction. Notice
that the research question .un b. reformulated
and better focused now: ..Are couples who
marry younger more likely to divorce?"

Several hypotheses can be developed for one
research question. Another hypothesis from the
same research question is: ..The smaller the dif_
ference between the ages of the marriage part_
ners at the time of mairiage, the less fif.".fftfr*
the marriage will end in divorce.,' In this case,
the variable "age at marriage" is specified
differently.

, , .Hypgtr.ses can specify that a relationship
holds under some conditions but not others. For

"YTpl., 
a hlpothesis states: "The lower the age

of the partners at time of marriage, the greater

the chances that the marriage will end in divorce,
unless it is a marriage between members of a
tight-knit traditional religious communitv in
which early marriage is the norm.', '

- 
Formulating a research question and, ahy_

pothesis do not have to proceed in fixed stases. A
researcher can formulate a tentative reslarch
question, then develop possible hypotheses; the
hypotheses then help the researchei state the re_
search question more precisely. The process is
interactive and involves creativitv.

^ 
You may be wondering, wh.re does theory

fit into the process of moving from a topic to a
hypothesis I can test? Recall from Chapter Z that
ft1oy takes many forms. Researcheri use gen_
eral theoretical issues as a source oftopics. ihe_
ories provide concepts that researchers*turn into
variables as well as the reasoning or mechanism
that helps researchers connect variables into a
research question. A hypothesis can both answer
a research question and be an untested proposi_
tion from a theory. Researchers .urr.*pr.r, u hlr_
pothesis at an abstract, conceptuai level o.
restate it in a more concrete, meaiurable form.

Examples of specfic studies mayhelp to il_
lustrate the parts ofthe research process. For."_
amples of three quantitative st;dies, see Table
4.3; for two qualitative studies, see Table 4.4.

Examples of Quantitative Studies

Study Citation (using
ASA format style)

Coar, Carla and Jane
Sell. 2005. "Using Task
Definition to Modify
Racial Inequality Within
Task Croups"
Sociologica I Qu a rterly
46:525-543.

Experiment

Musick, Mark, John
Wilson, and Will iam
Bynum.2000. "Race
and Formal
Volunteering: The
Differential Effects of
Class and Religion"
Social Forces 78:
1 539-70.

Survey

Lauzen, Martha M. and
David M. Dozier.20O5.
"Maintaining the Double
Standard: Portrayals of
Age and Gender in
Popular Films." Sex Ro/es
52:437-446.

Content Analysis
Methodological
Technique

(continued)
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TABTE 4.3 (Cont inued)

Topic

Research Question

Main Hypothesis
Tested

Main Independent
Variable(s)

Main Dependent
Variable(s)

Mixed race group
working on a task. A
test of "expectation
states theory"

lf a group is presented
with a task that is
complex and requires
many diverse skills, does
this result in greater
equality in padicipation
across racial groups
because people believe
different racial groups
possess different skills?

Croups exposed to
instructions that
suggest complex and
diverse skills are
required to complete a
task will show less racial
inequality in their
operations to complete
a task than groups
without such
instructions.

Whether groups were
told they were to a
complete a complex
task that requires
diverse skills or not.

The amount of
time/involvement by
people of different
races to resolve a group
task.

Rates of volunteering by
White and Black adults

Do different kinds of
resources available to
Blacks and Whites
explain why Blacks are
less likely to volunteer?

For Whites and Blacks,
social class and religion
affect whether a person
volunteers in different
wavs.

Age and Gender
Stereotypes in U.S.
Mass Media

Do contemporary films
show a double standard,
in which males acquire
greater status and
leadership as they age,
while females are not
permittted to gain
status and leadership
with increased age?

As with past popular
U.S. f i lms and in other
popular mass media, a
double standard sti l l
exists.

Social class, religious
attendance, race.

Whether a person said
he or she volunteered
for any of five
organizations (religious,
education, political or
labor, senior cit izen, or
local).

Individual adult

The age and gender of
major film characters.

Whether a character has
a leadership role, high
occupational status, and
goals.

Unit of Analysis Mixed race task group The movie
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Specific Units in the
Study

Universe

90 undergraduate
females in 5-oerson
groups comprised of
one Black and two
White students.

All task groups that
have a diverse set of
members.

Random sample of
2,867 U.S. adul ts
interviewed twice
(panel)  in 1 985 and
1 989.

All adult Whites and
Blacks in the United
States.

100 top-grossing
domestic U.S. films in
2002.

Al l f i lms.

Study Citation (using ASA
format style)

Methodological Technique

Topic

Research Question

Lu, Shun and Cary Fine. 1 995.
"The Presentation of Ethnic
Authenticity: Chinese Food as a
Social Accomplishment"
Sociological Qua rterly
36:535-53.

Field Research

The ways ethnic cultures are
displayed within the boundaries
of being acceptable in the United
States and how they deploy
cultural resources.

How do Chinese restaurants
present food to balance, giving a
feeling of cultural authenticity
and yet satisfying non-Chinese
U.S. customers?

Molotch, Harvey, Will iam
Freudenburg, and Krista paulsen.
2000. "History Repeats ltself,
but How? City Character, Urban
Tradition, and the
Accomplishment of place."
American Sociological Review
65:791-823.

Historical-Comparative Research

The ways cities develop a distinct
urban "character."

Why did the California cit ies of
Santa Barbara and Ventura,
which appear very similar on the
surface, develop very different
characters?

(continued)
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TABLE 4.4 (Cont inued)

Grounded Theory

Social Process

Social Context or Field Site

Ethnic restaurants Americanize
their food to fit local tastes but
also construct an imPression of

authenticity. lt is a negotiated
process of meeting the
customer's expectations,/taste
conventions and the desire for an

exotic and authentic eating
experience.

Restaurants make modifi cations
to fit available ingredients, their
market niche, and the cultural
and food tastes of local
customers.

Chinese restaurants, esPeciallY
four in Athens, Georgia.

The authors used two
concepts-"lash up" (interaction
of many factors) and structure
(past events create constraints
on subsequent ones)-to
elaborate on character and
tradition. Economic, political,
cultural, and social factors
combine to create distinct
cultural-economic places. Similar
forces can have opposite results
depending on context.

Conditions in the two cit ies
contributed to two different
economic development
responses to the oil industry and
highway development. The city
of Ventura formed an industrial-
employment base around the oil
industry and encouraged new
highways. The city of Santa
Barbara limited both the oil
industry and highway growth. lt
instead focused on creating a
strong tourism industry.

The middle part of California's
Pacific coast over the past 

.l 
00

years.

ffi,
In this chapter, you encountered the ground-
work to begin a study. You saw how differences
in the qualitative and quantitative styles or ap-
proaches to social research direct a researcher to
prepare for a study differently. All social re-
searchers narrow their topic into a more specific,
focused research question. The sryles of research
suggest a different form and sequence of deci-
sions, and different answers to when and how to

focus the research. The sryle that a researcher
uses will depend on the topic he or she selects,
the researcher's purpose and intended use of
study results, the orientation toward social sci-
ence that he or she adopts, and the individual re-
searcher's own assumptions and beliefs.

Quantitative researchers take a linear path
and emphasize objectivity. They tend to use ex-
plicit, standardizedprocedures and a causal ex-
planation. Their language of variables and
hypotheses is found across many other areas of
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science. The process is often deductive with a se- strengths and limitations of each. The ultimate
quence ofdiscrete steps that precede data collec- goal is to develop a better understanding and ex-
tion: Narrow the topic to a more focused planation of events in the social world. This
question, transform nebulous theoretical con- comes from an appreciation of the value that
cepts into more exact variables, and develop one each style has to offer.
or more hlpotheses to test. In actual practice, re-
searchers move back and forth, but the general
process flows in a single, linear direction. In ad-
dition, quantitative researchers take special care Key Terms
to avoid logical errors in hypothesis develop-
ment and causal explanation. abstract

Qualitative researchers follow a nonlinear alternative hypothesis
path and emphasize becoming intimate with the attributes
details of a natural setting or a particular cul- citation
tural-historical context. They use fewer stan- dependentvariable
dardized procedures or explicit steps, and often ecological fallacy
devise on-the-spot techniques for one situation first-order interpretation
or study. Their language of cases and contexts hypothesis
directs them to conduct detailed investigations independentvariable
ofparticular cases or processes in their search for interveningvariable
authenticity. They rarely separate planning and level of analysis
design decisions into a distinct pre-data collec- linear research path
tion stage, but continue to develop the studyde- literature review
sign throughout early data collection. The nonlinearresearchpath
inductive qualitative sryle encourages a slow, null hypothesis
flexible evolution toward a specific focus based reductionism
on a researcher's ongoing learning from the second-orderinterpretation
data. Grounded theory emerges from the re- spuriousness
searcher's continuous reflections on the data. third-order interpretation

Too often, the qualitative and quantitative unitof analysis
distinction is overdrawn and presented as a rigid universe
dichotomy. Adherents of one style of social re- variable
search frequently judge the other style on the ba-
sis of the assumptions and standards of their
own style. The quantitative researcher demands Endnotes
to know the variables used and the hlpothesis
tested. The qualitative researcher balks at turn- 1. For a discussion of the "logic of the disconfirm-
ing humanity into cold numbers. The challenge itg hypothesis," see Singleton and associates
for the well-versed, prudent social researcher is (1988:456-460).

to understand and appreciate each sryle or ap- 2. See Bailey (1987:43) for a discussion.

proach on its own terms, and to recognize the



t .

' l r

Qualitative and
Quantitative Measu rement

lntroduction

Why Measure?

Quantitative and Qualitative Measurement

Parts of the Measurement Process

Quantitative Conceptualization and Operationalization

Qualitative Conceptualization and Operationalization

Reliability and Validity

Reliabil ity and Validity in Quantitative Research

Reliabil ity and Validity in Qualitative Research

Relationship between Reliabil ity and Validity

Other Uses of the Terms Reliable and Valid

A Guide to Quantitative Measurement

Levels of Measurement

Specialized Measures: Scales and Indexes

lndex Construction

The Puroose

Weighting

Missing Data

Rates and Standardization

Scales

The Purpose

Logic of Scaling

Commonly Used Scales

Conclusion



INTRODUCTION

You may have heard of the Stanford Binet IQ test
to measure intelligence, the Index of Dissimilarity
to measure racial segregation, the Poverty Line to
measure whether one is poor, or Uniform Crime
Reports to measure the amount of crime. When
social researchers test a hypothesis, evaluate an
explanation, provide empirical support for a the-
ory or systematically study an applied issue or
some area of the social world, they measure con-
cepts and variables. How social researchers mea-
sure the nlunerous aspects of the social world-
such as intelligence, segregation, poverty, crime,
self-esteem, political power, alienation, or racial
prejudice-is the focus of this chapter.

Quantitative researchers are far more con-
cerned about measurement issues than are qual-
itative researchers. They treat measurement as a
distinct step in the research process that occurs
prior to data collection, and have developed spe-
cial terminology and techniques for it. Using a
deductive approach, they begin with a concept
then create empirical measures that precisely
and accurately capture it in a form that can be
expressed in numbers.

Qualitative researchers approach measure-
ment very differently. They develop ways to cap-
ture and express variable and nonvariable
concepts using various alternatives to numbers.
They often take an inductive approach, so they
measure features of social life as part of a process
that integrates creating new concepts or theories
with measurement.

How people conceptualize and operational-
ize variables can significantly affect social issues
beyond concerns ofresearch methodology. For
example, psychologists debate the meaning and
measurement of intelligence. Most intelligence
tests that people use in schools, on job applica-
tions, and in making statements about racial or
other inherited superiority measure only ana-
lytic reasoning (i.e., one's capacity to think ab-
stractly and to infer logically). Yet, many argue
that there are other types of intelligence in addi-
tion to analytic. Some say there is practical and
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creative intelligence. Others suggest more types,
such as social-interpersonal, emotional, body-
kinesthetic, musical, or spatial. Ifthere are many
forms of intelligence but people narrowly limit
measurement to one type, it seriously restricts
how schools identift and nurture learning; how
larger society evaluates, promotes, and recog-
nizes the contributions of people; and how a so-
ciety values diverse human abilities.

Likewise, different policymakers and re-
searchers conceptualZe and operationalize poverty
differently. How people measure poverty will
determine whether people get assistance from
numerous social programs (e.g., subsidized
housing, food aid, health care, child care, etc.).
For example, some say that people are poor oniy
if they cannot afford the food required to pre-
vent malnutrition. Others say that people are
poor if they have an annual income that is less
than one-half of the ayerage (median) income.
Still others say that people are poor ifthey earn
below a "living wage" based on a judgment
about the income needed to meet minimal com-
munity standards of health, safery and decency
in hygiene, housing, clothing, diet, transporta-
tion, and so forth. Decisions about how to con-
ceptualize and measure a variable-poverty-
can greatly influence the daily living conditions
of millions of people.

WHY MEASURE?

We use manymeasures in our dailylives. For ex-
ample, this morning I woke up and hopped onto
a bathroom scale to see how well my diet is
working. I glanced at a thermometer to find out
whether to wear a coat. Next, I got into my car
and checked the gas gauge to be sure I could
make it to campus. As I drove, I watched the
speedometer so I would not get a speeding
ticket. By 8:00 e.u., I had measured weight, tem-
perature, gasoline volume, and speed-all mea-
sures about the physical world. Such precise,
well-developed measures, which we use in daily
life, are fundamental in the natural sciences.
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We also measure the nonphysical world in
everyday life, but usually in less exact terms.
We are measuring when we say that a restau-
rant is excellent, that Pablo is really smart, that
Karen has a negative attitude toward life, that
]ohnson is really prejudiced, or that the movie
last night had a lot of violence in it. However,
such everyday judgments as "really preju-
diced" or "a lot of violence" are imprecise,
vague measures.

Measurement also extends our senses. The
astronomer or biologist uses the telescope or the
microscope to extend natural vision. In contrast
to our senses, scientific measurement is more
sensitive, varies less with the specific observer,
and yields more exact information. You recog-
nize that a thermometer gives more specific, pre-
cise information about temperature than touch
can. Likewise, a good bathroom scale gives you
more specific, constant, and precise information
about the weight ofa 5-year-old girl than you get
by lifting her and calling her "heavy" or "light."
Social measures provide precise information
about social reality.

In addition, measurement helps us observe
what is otherwise invisible. Measurement ex-
tends human senses. It lets us observe things that
were once unseen and unknown but were pre-
dictedbytheory.

Before you can measure, you need a clear
idea about what you are interested in. For exam-
ple, you cannot see or feel magnetism with your
natural senses. Magnetism comes from a theory
about the physical world. You observe its effects
indirectly; for instance, metal flecks move near a
magnet. The magnet allows you to "see" or mea-
sure the magnetic fields. Natural scientists have
invented thousands of measures to "see" very
tiny things (molecules or insect organs) or very
large things (huge geological land masses or
planets) that are not observable through ordi-
nary senses. In addition, researchers are con-
stantly creating new measures.

Some of the things a social researcher is in-
terested in measuring are easy to see (e.g., age,
sex, skin color, etc.), but most cannot be directly

observed (e.g., attitudes, ideology, divorce rates,
deviance, sex roles, etc.). Like the natural scien-
tist who invents indirect measures of the "invis-
ible" objects and forces of the physicalworld, the
social researcher devises measures for difficult-
to-observe aspects of the social world.

QUANTITATIVE AND
QUALITATIVE M EASUREM ENT

Both qualitative and quantitative researchers use
carefrrl, systematic methods to gather high-qual-
ity data. Yet, differences in the sryles of research
and the types of data mean they approach the
measurement process differently. The two ap-
proaches to measurement have three distinctions.

One difference between the two sryles.in-
volves timing. Quantitative researchers think
about variables and convert them into specific
actions during a planning stage that occurs be-
fore and separate from gathering or analyzing
data. Measurement for qualitative researchers
occurs during the data collection process.

A second difference involves the data itself.
Quantitative researchers develop techniques that
can produce quantitative data (i.e., data in the
form of numbers). Thus, the researcher moves
from abstract ideas to specific data collection
techniques to precise numerical information
produced by the techniques. The numerical in-
formation is an empirical representation of the
abstract ideas. Data for qualitative researchers
sometimes is in the form of numbers; more of-
ten, it includes written or spoken words, actions,
sounds, symbols, physical objects, or visual im-
ages (e.g., maps, photographs, videos' etc.). The
qualitative researcher does not convert all obser-
vation into a single medium such as numbers.
Instead, he or she develops many flexible' ongo-
ing processes to measure that leaves the data in
various shapes, sizes, and forms.

All researchers combine ideas and data to
analyze the social world. In both research styles,
data are empirical representations of concepts,
and measurement links data to concepts. A third
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difference is how the two styles make such link-
ages. Quantitative researchers contemplate and
reflect on concepts before they gather any data.
They construct measurement techniques that
bridge concepts and data.

Qualitative researchers also reflect on ideas
before data collection, but they develop many, if
not most, of their concepts during data collec-
tion. The qualitative researcher reexamines and
evaluates the data and concepts simultaneously
and interactively. Researchers start gathering
data and creating ways to measure based what
they encounter. As they gather data, they reflect
on the process and develop new ideas.

.,,,|ffiM

PARTS OF THE MEASUREMENT
PROCESS

When a researcher measures, he or she links
a concept, idea, or constructl to a measure (i.e.,
a technique, a process, a procedure, etc.) by
which he or she can observe the idea empiricahy.
Quantitative researchers primarily follow a de-
ductive route. They begin with the abstract idea,
follow with a measurement procedure, and end
with empirical data that represent the ideas.
Qualitative researchers primarily follow an in-
ductive route. They begin with empirical data,
follow with abstract ideas, relate ideas and data,
and end with a mixture of ideas and data. Actu-
ally, the process is more interactive in both styles
of research. As a quantitative researcher devel-
ops measures, the constructs become refined
and clearer, and as the researcher applies the
measures to gather data, he or she often adjusts
the measurement technique. As a qualitative re-
searcher gathers data, he or she uses some preex-
isting ideas to assist in data collection, and will
then mix old with new ideas that are developed
from the data.

Both qualitative and quantitative researchers
use two processes: conceptualization and opera-
tionalization in measurement. Conceptualizati-
on is the process of taking a construct and
refining it by giving it a conceptual or theoretical

definition. Aconceptual definition is a definition
in abstract, theoretical terms. It refers to other
ideas or constructs. There is no magical way to
turn a construct into a precise conceptual defin-
ition. It involves thinking carefully, observing
directly, consulting with others, reading what
others have said, and trying possible definitions.

How might I develop a conceptual defini-
tion of the construct prejudice? Whenbeginning
to develop a conceptual definition, researchers
often rely on multiple sources-personal experi-
ence and deep thinking, discussions with other
people, and the existing scholarly literature. I
might reflect on what I know about prejudice,
ask others what they think about it, and go the li-
brary and look up its many definitions. As I
gather definitions, the core idea should eet
clearer, but I have many definitions and need"to
sort them out. Most definitions state that preju-
dice is an attitude about another group and in-
volves a prejudgment, or judging prior to getting
specific information.

As I think about the construct, I notice that
all the definitions refer to prejudice as an atti-
tude, and usually it is an attitude about the
members of another group. There are many
forms of prejudice, but most are negative views
about persons ofa different racial-ethnic group.
Prejudice could be about other kinds ofgroups
(e.g., people of a religion, of a physical stature, or
from a certain region), but it is always about a
collectivity to which one does not belong. Many
constructs have multiple dimensions or types, so
I should consider whether there can be different
types of prejudice-racial prejudice, religious
prejudice, age prejudice, gender prejudice, na-
tion prejudice, and so forth.

I also need to consider the units of analysis
that best fit my definition of the construct. piej-
udice is an attitude. Individuals hold and express
attitudes, but so might groups (e.g., farnilies,
clubs, churches, companies, media outlets). I
need to decide, Do I want my definition of prej-
udice to include only the attitudes of individuals
or should it include attitudes held by groups, or-
ganizations, and institutions as well? Can I say,
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The school or newspaper was prejudiced? I also
must distinguish my construct from closely re-
lated ones. For example, I must ask, How is prej-
udice similar to or different from ideas such as
discrimination, stereotype, or racism?

Conceptualization is the process of carefully
thinking through the meaning of a construct. At
this stage, I believe that prejudice means an in-
flexible negative attitude that an individual holds
and is directed toward a race or ethnic group
that is an out-group. It can, but does not always,
lead to behavior, such as treating people un-
equally (i.e., discrimination), and it generally re-
lies on a person's stereotypes of out-group
members. Thus, my initial thought, "Prejudice is
a negative feeling," has become a precisely de-
fined construct. Even with all my concep tualiza-
tion, I need to be even more specific. For
example, if prejudice is a negative attitude about
a race or an ethnic group of which one is not a
member, I need to consider the meaning of race
or ethnic group. I should not assume everyone
sees racial-ethnic categories the same. Likewise,
it is possible to have a positive prejudgment, and
if so is that a kind of prejudice? The main point
is that conceptualization requires that I become
very clear and state what I mean very explicitly
for others to see.

Operationalization links a conceptual defin-
ition to a specific set of measurement techniques
or procedures, the construct's operational defin-
ition (i.e., a definition in terms of the specific op-
erations ofactions a researcher carries out). An
operational definition could be a survey ques-
tionnaire, a method of observing events in a field
setting, a way to measure symbolic content in
the mass media, or any process carried out by
the researcher that reflects, documents, or repre-
sents the abstract construct as it is expressed in
the conceptual definition.

There are usuallymultiple ways to measure a
construct. Some are better or worse and more or
less practical than others. The key is to fit your
measure to your specific conceptual definition, to
the practical constraints within which you must
operate (e.g., time, money, available subjects,

1. Rememberthe conceptual definition. The underly-
ing principle for any measure is to match it to
the specific conceptual definition of the con-
struct that will be used in the study.

2. Keep an open mind. Do not get locked into a sin-
gle measure or type of measure. Be creative and
constantly look for better measures.

3. Borrow from others. Do not be afraid to borrow
from other researchers, as long as credit is given.
Cood ideas for measures can be found in other
studies or modified from other measures.

4. Anticipate difficulties. Logical and practical prob-
lems often arise when trying to measure vari-
ables of interest. Sometimes a problem caR be
anticipated and avoided with careful fore-
thought and planning.

5. Do not forget your units of analysis. Your measure
should fit with the units of analysis of the study
and permit you to generalize to the universe of
interest.

etc.), and to the research techniques you know or
can learn. You can develop a new measure from
scratch, or it can be a measure that is already be-
ing used by other researchers (see Box 5.1).

Operationalization links the language of
theory with the language of empirical measures.
Theoryis full of abstract concepts, assumptions,
relationships, definitions, and causality. Empiri-
cal measures describe how people concreteiy
measure specific variables. They refer to specific
operations or things people use to indicate the
presence ofa construct that exists in observable
reality.

Quantitative Conceptualization and
Operationalization

The measurement process for quantitative re-
search flows in a straightforward sequence: first
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conceptualization, followed by operational-
ization, followed by applying the operational
definition or measuring to collect the data.
Quantitative researchers developed several ways
to rigorouslylink abstract ideas to measurement
procedures that will produce precise quantita-
tive information about empirical reality.

Figure 5.1 illustrates the measurement
process for two variables that are linked together
in a theory and a hypothesis. There are three lev-
els to consider: conceptual, operational, and em-
pirical. At the most abstract level, the researcher
is interested in the causal relationship between
two constructs, or a concEtualhypothesis. Atthe
level ofoperational definitions, the researcher is
interested in testing an empirical hypothesis to
determine the degree of association between in-
dicators. This is the level at which correlations.
statistics, questionnaires, and the like are used.
The third level is the concrete empirical world. If
the operational indicators of variables (e.g.,
questionnaires) are logically linked to a con-
struct (e.g., racial discrimination), theywill cap-
ture what happens in the empirical social world
and relate it to the conceptual level.

The measurement process links together
the three levels, moving deductively from the
abstract to the concrete. A researcher first con-
ceptualizes a variable, giving it a clear concep-
tual definition. Next, he or she operationalizes it
by developing an operational definition or set
of indicators for it. Last, he or she applies the
indicators in the empirical world. The links
from abstract constructs to empirical reality al-
low the researcher to test empirical hypotheses.
Those tests are logically linked back to a con-
ceptual hlpothesis and causal relations in the
world of theory.

A hypothesis has at least two variables, and
the processes of conceptualization and opera-
tionalization are necessary for each variable. ln
the preceding example, prejudice is not a
hypothesis. It is one variable. It could be a de-
pendent variable caused by something else, or it
could be an independent variable causing
something else. It depends on my theoretical
explanation.

We can return to the quantitative study by
Weitzer and Tuch on perceptions of police bias
and misconduct discussed in Chapter 2 for an

FIGURE

Abstract Construct to Goncrete Measure

Independent Variable Dependent Variable

ConceptualizationConceptualization

l

Level of
Theory

Operational
Level

Empirical
Level

Tested Emoirical
Hypothesis

OperationalizationOperationalization
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example of how researchers conceptualize and

operationalize variables. It is an explanatory
study with two main variables in a causal hy-

pothesis. The researchers began with the

conceptual hypothesis: Members of a nondomi-

nant racial group are more likely than a domi-

nant racial group to believe that policing is

racially biased, and their experience with polic-

ing and exposure to media reports on police

racial bias increase the perception ofracial bias.
They conceptualized the independent variable,

dominant racial group, as White and the non-

dominant group as non-White subdivided into

Black and Hispanic. The researcherc concEtual-
izedthe dependent variable, racially biased polic-

ing, as unequal treatment by the police of Whites

and non-Whites and racial prejudice by police

officers. The researchers operationalized the in'

dependent variable by self-identification to a

survey question about race. They operationalized
the dependent variable by using four sets of sur-

vey questions: (1) questions about whether po-

lice treat Blacks better, the same, or worse than

Whites, and the same question with Hispanics

substituted for Blacks; (2) questions about

whether police treat Black neighbhorhoods bet-

sense" or organize the data and one's prelimi-
nary ideas.

As the researcher gathers and analyzes qual-
itative data, he or she develops new concepts,
formulates definitions for the concepts' and
considers relationships among the concepts.
Eventually, he or she links concepts to one an-
other to create theoretical relationships that may
or may not be causal. Qualitative researchers
form the concepts as they examine their qualita-
tive data (i.e., field notes, photos and maps, his-
torical documents, etc.). Often, this involves a
researcher asking theoretical questions about the
data (e.g., Is this a case of class conflict? What is
the sequence ofevents and could it be different?
Why did this happen here and not somewhere
else?).

A qualitative researcher conceptualizes by
developing clear, explicit definitions of con-
structs. The definitions are somewhat abstract
and linked to other ideas, but usually they are
also closely tied to specific data' They can be ex-
pressed in the words and concrete actions of the
people being studied. In qualitative rgsearch,
conceptualization is largely determinbd by the
data.

ter, the same, or worse than Whites ones, with
the same question asked for Hispanic neighbor- a(Operationalization. The operationalization

hoods; (3) a question about whether there is ' 'process for qualitative research significantly

racial-ethnic prejudice among police ofEcers in differs from that in quantitative research and

the city; and (+) a question about whether police often precedes conceptualization. Aresearcher

are more likelyto siop some drivers because they forms conceptual definitions out of rudimen-

are Black or liispani". tary "working ideas" that he or she used while
making observations or gathering data. Instead

Quatitative conceptualization and :1Hil::,:'Il1*".?'.",:l*5TJ:"?,::,'#:J
Operationalization searcher operationaiizes by describing how

4 Conceptualization. The conceptualization specific observations and thoughts about the

pro..ri in qualitative research also differs from data contributed to working ideas that are the

ihat ln quantitative research. Instead of refining basis of conceptual definitions and theoretical

abstract ideas into theoretical definitions earlyin concepts.
the research process, qualitative researchers re- Operationalizationin qualitative research is

fine rudimentaty "*otking ideas" during the anafter-the-factdescriptionmorethanabefore-
data collection and analysis process. Conceptu- the-fact preplanned technique. Almost in a re-

alization is a process of iorming coherent theo- verse of the quantitative process' data gathering

retical definiiions as one struggles to "make occurs with or prior to full operationalization.
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|ust as quantitative operationalization devi-
ates from a rigid deductive process, the process
followed by qualitative researchers is one of mu-
tual interaction. The researcher draws on ideas
from beyond the data of a specific research set-
ting. Qualitative operationalization describes
how the researcher collects data, but it includes
the researcher's use of preexisting techniques
and concepts that were blended with those that
emerged during the data collection process. In
qualitative research, ideas and eyidence are mu-
tually interdependent.

We can see an example of qualitative opera-
tionalization in the study on managerialization
of law by Edelman and associates (2001) dis-
cussed in Chapter 2. It is a descriptive study that
developed one main construct. The researchers
began with an interest in how major U.S. corpo-
rations came to accept legal mandates from the
late,,l97Os to early 1990s. The mandates stated
thdt firms must institute policies to equalize and
improve the hiring and promotion of racial rni-
norities and women, something the firms ini-
tially opposed. The researcher's empirical data
consisted of articles in magazines written for and
by corporate managers, or "managerial rhetoric',
(i.e:, debates and discussion within the commu-
nity of leading professional managers on impor-
tant issues). After gathering numerous articles,
the researchers operationalizedthe data by devel-
oping working ideas and concepts from an in-
ductive examination ofthe data. The researchers
discovered that as managers discussed and de-
liberated, they had created a set ofnew nonlegal
terms, ideas, and justifications. The operational-
ization moved inductively from looking at arti-
cles to creating working ideas based on what
researchers found in the rhetoric. The researchers
conceptuakzed their working ideas into the ab-
stract construct "manageri alizationof law. " The
researchers saw that that corporate managers
had altered and reformulated the original legal
terms and mandates, and created new ones that
were more consistent with the values and views
of major corporations. The researchers docu-
mented a historical process that moved from re-

sistance to reformulation to acceptance, and
with acceptance came new corporate policy. The
researchers also drew on past studies to argue
that the "managerialization of law" illustrates
one role of top corporate managers-they inno-
vate and alter internal operations by creating
new terms, justifications, and maneuvers that
help firms adjust to potential "disruptions" and
requirements originating in the corporation,s
external political-legal environment.

RELIABITITY AND VALIDITY

Reliability and validity are central issues in all
measurement. Both concern how concrete mea_
sures are connected to constructs. Reliability
and validity are salient because constructs in sol
cial theory are often ambiguous, diffuse, and
not directly observable. perfect reliability and
validity are virtually impossible to achieve.
Rather, they are ideals for which researchers
strive.

All social researchers want their measures to
be reliable and valid. Both ideas are important in
establishing the truthfulness, credibility, or be-
lievabilityof findings. Both terms also have mul-
tiple meanings. Here, they refer to related,
desirable aspects of measurement.

Reliability means dependability or consis-
tency. It suggests that the same thing is repeated
or recurs under the identical or very similar con-
ditions. The opposite of reliabilityis a measure-
ment that yields erratic, unstable, or inconsistent
results.

Validity suggests truthfulness and refers to
the match between a construct, or the way a re-
searcher conceptualizes the idea in a conceptual
definition, and a measure. It refers to howwell
an idea about reality "fits" with actual reality.
The absence of validity occurs if there is poor fit
between the constructs a researcher uses to de-
scribe, theorize, or analyze the social world and
what actually occurs in the social world. In sim-
ple terms, validity addresses the question of how
well the social reality being measured through
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research matches with the constructs researchers
use to understand it.

Qualitative and quantitative researchers
want reliable and valid measurement, but be-
yond an agreement on the basic ideas at a gen-
eral level, each style sees the specifics of
reliability and validity in the research process
differently.

Reliability and Validity in

Quantitative Research

Reliability. As just stated, reliability means de-
pendability. It means that the numerical results
produced by an indicator do not vary because of
characteristics of the measurement process or
measurement instrument itself. For example, I
get on mybathroom scale and read myweight. I
get offand get on again and again. I have a reli-
able scale if it gives me the same weight each
time-assuming, of course, that I am not eating,
drinking, changing clothing, and so forth. An
unreliable scale will register different weights
each time, even though my "true" weight does
not change. Another example is my car
speedometer. If I am driving at a constant slow
speed on a level surface, but the speedometer
needle jumps from one end to the other, my
speedometer is not a reliable indicator of how
fast I am traveling.

How to Improve Reliability. It is rare to have
perfect reliability. There are four ways to in-
crease the reliabilityof measures: (1) clearlycon-
ceptrtalize constructs, (2) use a precise level of
measurement, (3) use multiple indicators, and
(4) use pilot-tests.

Clearly Conceptualize All Constructs. Reliability
increases when a single construct or subdimen-
sion of a construct is measured. This means
developing unambiguous, clear theoretical defi -
nitions. Constructs should be specified to elim.
nate "noise" (i.e., distracting or interfering
information) from other constructs. Each mea-
sure should indicate one and only one concept.

Otherwise, it is impossible to determine which
concept is being "indicated." For example, the
indicator of a pure chemical compound is more
reliable than one in which the chemical is mixed
with other material or dirt. In the latter case, it is
difficult to separate the "noise" of other material
from the pure chemical.

Increase the Level of Measurement. Levels of
measurement are discussed later. Indicators at
higher or more precise levels of measurement
are more likely to be reliable than less precise
measures because the latter pick up less detailed
information. If more specific information is
measured, then it is less likely that anything
other than the construct will be captured. The
general principle is: Try to measure at the most
precise level possible. However, it is more diffi-
cult to measure at higher levels of measurement.
For example, if I have a choice of measuring
prejudice as either high or low, or in 10 cate-
gories from extremely low to extremely high, it
would be better to measure it in 10 refined
categories.

IJse Multiple Indicators of a Variable. A third
wayto increase reliability is to use multiple indi-
cators, because two (or more) indicators of the
same construct are better than one. Figure 5.2 il-
lustrates the use of multiple indicators in hy-
pothesis testing. Three indicators of the one
independent variable construct are combined
into an overall measure, A, and two indicators of
a dependent variable are combined into a single
measure, B.

For example, I create three indicators of the
variable, racial-ethnic prejudice. My first indica-
tor is an attitude question on a survey. I ask re-
search participants their beliefs and feelings
about many different racial and ethnic goups.
For a second indicator, I observe research par-
ticipants from various races and ethnic groups
interacting together over the course of three
days. I look for those who regularly either (1)
avoid eye contact, appear to be tense, and sound
cool and distant; or (2) make eye contact, appear
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relaxed, an{ sound warm and friendly as thev in-
teract with people of their same or with people
of a difFerent racial-ethnic group. Last, I creite
an experiment. I ask research participants to
read the grade transcripts, resumes, and inter-
view reports on 30 applicants for five jobs-
youth volunteer coordinator, office manager,
janitor, clothing store clerk, and advertising ac-
count executive. The applicants have many qual-
ifications, but I secretly manipulate their racial
or ethnic group to see whether a research partic-
ipant decides on the best applicant for the jobs
based on an applicant's race and ethnicity.

Multiple indicators let a researcher take
measurements from a wider range ofthe content
of a conceptual definition. Didrent aspects of
the construct can be measured, each with its
own indicator. Also, one indicator (e.g., one
question on a questionnaire) may be imperfect,
but several measures are less likely to have the
same (systematic) error. Multiple indiiator
measures tend to be more stable than measures
with one item.

Use Pretests, Pilot Studies, and Replication.
Reliability can be improved by using a pretest or
pilot version of a measure first. Develop one or
more draft or preliminaryversions of a measure
and try them before applying the final version in

a hlpothesis-testing situation. This takes more
time and effort.

The principle of using pilot-tests extends to
replicating the measures other researchers have
used. For example, I search the literature and find
measures of prejudice from past research. I may
want to build on and use a previous measure if it
is a good one, citing the source, ofcourse. In ad_
dition, I may want to add new indicators and
compare them to the previous measure.

Validity. Validity is an overused term. Some_
times, it is used to mean "true" or "correct.',
There are several general types ofvalidity. Here,
we are concerned with measurement validitv.
There are also several types of measurement va-
lidiry Nonmearot"merritypes of validity are dis-
cussed later.

When a researcher says that an indicator is
valid, it is valid for a particular purpose and def-
inition. The same indicator can be valid for one
purpose (i.e., a research question with units of
analysis and universe) but less valid or invalid
for others. For example, the measure of preju-
dice discussed here might be valid for measuring
prejudice among teachers but invalid for mea-
suring the prejudice ofpolice officers.

At its core, measurement validity refers to
how well the conceptual and operational defini-

Independent
Variable Measure

Specific Indicators

Dependent
Variable Measure

Specific Indicators
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tions mesh with each other. The better the fit,

the greater the measurement validity. Validity is

moie difficult to achieve than reliabilrty'We
cannot have absolute confidence about validity'

but some measures are more valid than others'

The reason we can never achieve absolute valid-

ity is that constructs are abstract ideas, whereas

indicators refer to concrete observation' This is

the gap befiveen our mental pictures about the

world and the specific things we do at particular

times and places. Validity is part of a dynamic
process that grows by accumulating evidence

over time. Without it, all measurement becomes

meaningless.

Thr e e T yp e s of M easur em ent V ali ility

Face Validity. The easiest to achieve and the

most basic kind of validity is face t'alidity' lt is a

judgment by the scientific community that the

indlcator really measures the construct. It ad-

dresses the question, On the face of it, do people

believe that the definition and method of mea-

surement fit? It is a consensus method' For ex-

ample, few people would accept a measure of

collige student math ability using a question

that asked students: 2 + 2 = ? This is not a valid

measure of college-level math ability on the face

of it. Recall that in the scientific community, as-

pects of research are scrutinized by others' See

table 5.1 for a summary of types of measure-

ment validity.
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TABLE 5.I Summary of Measurement
Validity Types

Face-in the judgment of others

Content-captures the entire meaning

Criterion-agrees with an external source

r Concurrent-agrees with a preexisting measure

. Predictive-agrees with future behavior

Content Vatidity. Content validity is a special

type offace validity' It addresses the question, Is

** ntU content of a definition represented in a

measure? A conceptual definition holds ideas; it

is a "space" containing ideas and concepts' Mea-

,or", ,horrld represent all ideas or areas in the

conceptual space. Content validity involves

three steps. First, speciff fi'rlly the entire content

in a consiruct's definition. Next, sample from all

areas of the definition. Finally, develop an indi-

cator that taps all of the parts of the definition'
An example of content validity is my defin-

ition of feminism as a person's commitment to a

set of beliefs creating full equality between men

and women in areas of the arts, intellectual pur-

suits, family, work, politics, and authority rela-

tions. I create a measure of feminism in which I

ask two survey questions: (1) Should men and

women get equil pay for equal work a1d !z)
Should 

-..t 
uttd *omen share household tasks?

My measure has low contentvaliditybecause the

two questions ask only about pay and household

tasks. They ignore the other areas (intellectual

pursuits, politics, authority relations, and other

aspects of work and family). For a content-valid

*iatut., I must either expand the m.easure or

narrow the definition.

Criterion Validity' Criterion validityuses some

standard or criterion to indicate a construct ac-

curately. The validity of an indicator is verified

by comparing it with another measure of the

same construct that is widely accepted' There are

two subtypes of this kind ofvalidity.

Concurrent Validity. To have concurrent valid-

ity, anindicator must be associated with a preex-

isting indicator that is judged to be valid (i'e', it

has face validity). For example, you create a new

test to measure intelligence' For it to be concur-

rently valid, it should be highly associated with

existing IQ tests (assuming the same definition

of inteiligence is used). This means that most

people who score high on the old measure

tnoUa also score high on the new one, and vice

versa. The two measures may not be perfectly

associated, but if they measure the same or a
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similar construct, it is logical for them to yield
similar results.

Predictive Validity. Criterion validitywhereby
an indicator predicts future events that are log-
ically related to a construct is called predictive
validity.It cannot be used for all measures. The
measure and the action predicted must be dis-
tinct from but indicate the same construct. Pre-
dictive measurement validity should npt be
confused with prediction in hypothesis testing,
where one variable predicts a different variable
in the future. For example, the Scholastic As-
sessment Test (SAT) that many U.S. high
school students take measures scholastic apti-
tude-the.ability of a student to perform in col-
lege. If the SAT has high predictive validity,
then students who get high SAT scores will sub-
sequently do well in college. If students with
high scores perform the same as students with
average ot low scores, then the SAT has low
predictive validity.

Another way to test predictive validity is to
select a group ofpeople who have specific char-
acteristics and predict how they will score (very
high or very low) vis-d-vis the construct. For ex-
ample, I have a measure of political conser-
vatism. I predict that members of conservative
groups (e.9., John Birch Society, Conservative
Caucus, Daughters of the American Revolution,
Moral Majority) will score high on it, whereas
members of liberal groups (e.g., Democratic So-
cialists, People for the American Way, Ameri-
cans for Democratic Action) will score low. I
"validate" the measure with the groups-that is,
I pilot-test it by using it on members of the
groups. It can then be used as a measure of po-
litical ponservatism for the general public.

Reliability and Validity in Qualitative
Research

Most qualitative researchers accept the princi-
ples of reliability and validiry but use the terms
infrequently because of their close association
with quantitative measurement. In addition.

qualitative researchers apply the principles dif-
ferently in practice.

Reliability. Reliability means dependability or
consistency. Qualitative researchers use a variety
of techniques (e.g., interviews, participation,
photographs, document studies, etc.) to record
their observations consistently. Qualitative re-
searchers want to be consistent (i.e., not vacillat-
ing and erratic) in how, over time, they make
observations, similar to the idea of stability reli-
ability. One difficulty is that they often study
processes that are not stable over time. More-
over, they emphasizelhe yalue of a changing or
developing interaction between the researcher
and what he or she studies.

Qualitative researchers believe that the sub-
ject matter and a researcher's relationship to it
should be a growing, evolving process. The
metaphor for the relationship between a re-
searcher and the data is one ofan evolving rela-
tionship or living organism (e.g., a plant) that
naturally matures. Most qualitative researchers
resist the quantitative approach to reliability,
which they see as a cold, fixed mechanical in-
strument that one repeatedly injects into or ap-
plies to some static, lifeless material.

Qualitative researchers consider a range of
data sources and employmultiple measurement
methods. They accept that different researchers
or that researchers using alternative measures
will get distinctive results. This is because quali-
tative researchers see data collection as an inter-
active process in which particular researchers
operate in an evolving setting and the setting's
context dictates using a unique mix of measures
that cannot be repeated. The diverse measures
and interactions with diflerent researchers are
beneficial because they can illuminate different
facets or dimensions of a subject matter. Many
qualitative researchers question the quantitative
researcher's quest for standard, fixed measures.
They fear that such measures ignore the benefits
of having a variety of researchers with many ap-
proaches and may neglect key aspects of diver-
sity that exist in the social world.
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Vatiitity. Validity means truthful. It refers to

the bridge between a construct and the data'

Qualitative researchers are more interested in

authenticity than validity ' Authenticity means
giving a fair, honest, and balanced account of

iociaillfe from the viewpoint of someone who

lives it everyday. Qualitative researchers are

less concerned with trying to match an ab-

stract concept to empirical data and more

concerned with giving a candid portrayal of

social life that is true to the experiences of

people being studied. Most qualitative re-

searchers concentrate on ways to capture an

inside view and provide a detailed account of

how those being studied feel about and under-
stand events.

Qualitative researchers have developed sev-

eral methods that serve as substitutes for the
quantitative approach to validity. These empha-
slze conveying the insider's view to others. His-

torical researchers use internal and external
criticisms to determine whether the evidence
they have is real or they believe it to be. Qualita-
tive researchers adhere to the core principle of

validity, to be truthful (i.e.' avoid false or dis-

torted accounts). They try to create a tight fit

between their understanding, ideas' and state-
ments about the social world and what is actu-
ally occurring in it'

Relationship between Reliability

and Validity

Reliability is necessary for validity and is easier to

achieve than validity. Although reliability is nec-

essary in order to have a valid measure of a con-

cept, it does not guarantee that a measure willbe

,.Jia. tt is not a suffcient condition for validity'

A measure can produce the same result over and

over (i.e., it has reliability), but what it measures

may not match the definition of the construct
(i.e., validity).

A measure can be reliable but invalid. For

example, I get on a scale and get weighed' The

weight regiitered by the scale is the same each

timi I ger on and off. But then I go to another

scale-an "official" one that measures true

weight-and it says that my weight is twice.as
great. The first scale yielded reliable (i.e', de-

pendable and consistent) results, but it did not

give a valid measure of mY weight.
A diagram might help you see the relation-

ship berween reliability and validiry'Figure 5'3

illuitrates the relationship between the concepts

by using the analogy of a target. The bull's-eye
,"pr"r.ttt, a fit between a measure and the defi-

nition of the construct.
Validity and reliability are usually comple-

mentary concepts, but in some situations they

F I c u R E 5 . 3 lllustration of Relationship between Reliability and validity

A Bull's-Eye = A Perfect Measure

Low Reliability
and Low ValiditY

High ReliabilitY
but Low ValiditY

High ReliabilitY
and High ValiditY

Source; Adapted from Babbie (2004:1 a5)'
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conflict with each other. Sometimes, as validity
increases, reliabfity is more difficult to attain, and
vice versa. This occurs when the construct has a
highly abstract and not easily observable defini-
tion. Reliability is easiest to achieve when the
measure is precise and observable. Thus, there is a
strain between the true essence of the highly ab-
stract construct and measuring it in a concrete
manner. For example, "alienation" is a very ab-
stract, highly subjective construct, often defined
as a deep inner sense of loss of one's humanity
that diffirses across many aspects of one's life (e.g.,
social relations, sense ofseli orientation toward
nature). Highly precise questions in a question-
naire give reliable measures) but there is a danger
of losingthe subjective essence of the concept.

Other Uses of the Terms Reliable
and Valid

Many words have multiple definitions, includ-
ing reliability and validity. This creates confusion
unless we distinguish among alternative uses of
the same word.

Reliability, We use reliability in everyday lan-
guage. A reliable person is one who is depend-
able, stable, and responsible; a reliable car is
dependable and trustworthy. This means the
person responds in similar, predictable ways in
different times and conditions; the same can be
said for the car. In addition to measurement re-
Jiabiliry researchers sometimes say a study or its
results are reliable. By this, they mean that the
method of conducting a study or the results
from it can be reproduced or replicated by other
researchers.

Internal Validity, Internal validity means
there are no errors internal to the design ofthe
research project. It is used primarily in experi-
mental research to talk about possible errors or
alternative explanations ofresults that arise de-
spite attempts to institute controls. High inter-
nal validity means there are few such errors. Low
internal validity means that such errors are
likelv.

External Validity. External v alidlrT is used pri-
marily in experimental research. It is the ability
to generalize findings from a specific setting and
small group to a broad range of settings and peo-
ple. It addresses the question, If something hap-
pens in a laboratory or among a particular group
of subjects (e.g., college students), can the find-
ings be generalized to the "real" (nonlaboratory)
world or to the general public (nonstudents)?
High external validity means that the results can
be generalized to many situations and many
groups of people. Low external validity means
that the results apply only to a very specific setting.

Statistical Valiility. Statistical validity means
that the correct statistical procedure is chosen
and its assumptions are fully met. Difflerent sta-
tistical tests or procedures are appropriate for
different conditions, which are discussed in text-
books that describe the statistical procedures.

All statistics are based on assumptions about
the mathematical properties of the numbers be-
ing used. A statistic will be invalid and its results
nonsense if the major assumptions are violated.
For example, to compute an average (actuallythe
mean, which is discussed in a later chapter), one
cannot use information at the nominal level of
measurement (to be discussed). For example,
suppose I measure the race of a class of students.
I give each race a number: White = 1, African
American = 2, Asian = 3, others = 4. It makes no
sense to say that the "mean" race of aclass of stu-
dents is 1.9 (almostAfricanAmerican?). This is a
misuse of the statistical procedure, and the re-
sults are invalid even if the computation is cor-
rect. The degree to which statistical assumptions
can be violated or bent (the technical term is
robustness) is a topic in which professional statis-
ticians take great interest.

A GUIDE TO QUANTITATIVE
MEASUREMENT

Thus far, you have learned about the principles
of measurement, including the principles of reli-
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abiiity and validity. Quantitative researchers have

developed ideas and specialized measures to help

them in the process ofcreating operational defi-

nitions that will be reliable and valid measures

and yield numerical data for their variable con-

structs. This section of the chapter is abrief guide

to these ideas and a few of the measures.

Levels of Measurement

Levels of measurement is an abstract but impor-

tant and widely used idea. Basically, it says that

some ways a researcher measures a construct are

at a higher or more refined level, and others are

crude 
-or 

less precisely specified. The level of

measurement depends on the way in which a

construct is conceptualized-that is, assump-

tions about whether it has particular characteris-
tics. The level of measurement affects the kinds

of indicators chosen and is tied to basic assump-
tions in a construct's definition. The way in

which a researcher conceptualizes avariable lim-

its the levels of measurement that he or she can

use and has implications for how measurement
and statistical analysis can proceed.

Continuous and Discrete Variables. Vari-

ables can be thought of as being either contin-

uous or discrete. Continuous variables have an

infinite number of values or attributes that flow

along a continuum. The values can be divided

into many smaller increments; in mathematical
theory, there is an infinite number of incre-

ments. Examples of continuous variables in-

clude temperature, age, income, crime rate, and

amount of schooling . Discrete variables have a

relatively fixed set of separate values or variable

attributes. Instead of a smooth continuum of

values, discrete variables contain distinct cate-

gories. Examples of discrete variables include

gender (male or female), religion (Protestant'

batholic, Iew, Muslim, atheist), and marital

status (never married single, married, di-

vorced or separated, widowed)' Whether a

variable is continuous or discrete affects its

level of measurement.

Four Levels of Measurement

Precision and Levels. The idea of levels of mea-

surement expands on the difference between

continuous and discrete variables and organizes

types ofvariables for their use in statistics' The

iiur levels of measurement categotize the degree

of precision of measurement.
Deciding on the appropriate level of mea-

surement for a construct often creates confu-

sion. The appropriate level of measurement for a

variable depends on tlvo things: (1) how lcol-
struct is conceptualized and (2) the type of indi-

cator or measurement that a researcher uses'

The way a researcher conceptualizes a

construct can limit how precisely it can be mea-

sured. For example) some of the variables listed

earlier as continuous can be ri:conceptualized as

discrete. Temperature can be a continuous vari-

able (e.g., degrees, fractions ofdegrees) or it can

be crudely measured with discrete categories
(e.g., hot or cold). Likewise, age can be continu-

oni (ho* old a person is in years, months, days,

hours, and minutes) or treated as discrete cate-

gories (infancy, childhood, adolescence, young

id,rlthood, middle age, old age). Yet, most dis-

crete variables cannot be conceptualized as con-

tinuous variables. For example, sex, religion, and

marital status cannot be conceptualized as con-

tinuous; however, related constructs canbe con-

ceptualized as continuous (e.g., femininity,

degree of religiousness, commitment to a mari-

tal relationship, etc.).
The level of measurement limits the statisti-

cal measures that can be used. A wide range of

powerful statistical procedures are available for

ihe higher levels of measurement, but the types

of statistics that can be used with the lowest lev-

els are very limited.
There is a practical reason to conceptualize

and measure variables at higher levels of mea-

surement. You can collapse higher levels of mea-

surement to lower levels, but the reverse is not

true. In other words, it is possible to measure a

construct very precisely, $ather very specific in-

formation, and then ignore some of the preci-

sion. But it is not possible to measure a construct
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with less precision or with less specific informa-
tion and then make it more precise later.

Distinguishing among the Four Lwels. The four
levels from lowest to greatest or highest preci-
sion are nominal, ordinal, interval, and ratio.
Each level gives a different type of information
(see Table 5.2). Nominal measures indicate only
that there is a difference among categories (e.g.,
religion: Protestant, Catholic, Iew, Muslim;
racial heritage: African, Asian, Caucasian, His-
panic, other). Ordinal measures indicate a dif-
ference, plus the categories can be ordered or
ranked (e.g., letter grades: A, B, C, D, F; opinion
measures: Strongly Agree, Agree, Disagree,
Strongly Disa gree) . Interval measures everything
the first two do, plus itcan speci$' the amount of
distance between categories (e.g., Fahrenheit or
Celsius temperature: 5o,45o,90'; Ie scores: 95,
110, 125). Arbitrary zeroes may be used in inter-
val measures; they are just there to help keep
score. Ratio measures do everything all the other
levels do,plus there is a true zero, which makes it
possible to state relations in terms of proportion
or ratios (e.g., money income: $10, $100, $500;
years of formal schooling: I year, 10 years, 13
years);

In most practical situations, the distinction
between interval and ratio levels makes little dif-
ference. The arbitrary zeroes of some interval
measures can be confusing. For example, a rise
in temperature from 30 to 60 degrees is not re-
ally a doubling of the temperature, although the

numbers double, because zero degrees is not the
absence ofall heat.

Discrete variables are nominal and ordinal.
whereas continuous variables can be measured
at the interval or ratio level. A ratio-level mea-
sure can be turned into an interval, ordinal, or
nominal level. The interval level can always be
turned into an ordinal or nominal level, but the
process does not work in the opposite way!

In general, use at least five ordinal categories
and obtain many observations. This is because
the distortion created by collapsing a continu-
ous construct into a smaller number of ordered
categories is minimized as the number of cate-
gories and the number of observations increase.

The ratio level of measurement is rarely
used in the social sciences. For most purposes, it
is indistinguishable from interval measurement.
The only difference is that ratio measurement
has a "true zero." This can be confusing because
some measures, like temperature, have zeroes
that are not true zeroes. The temperature can be
zero) or below zero, but zero is an arbitrary
number when it is assigned to temperature. This
can be illustrated by comparin g zero degrees
Celsius with zero degrees Fahrenheit-they are
different temperatures. In addition, doubling
the degrees in one system does not double the
degrees in the other. Likewise, it does not make
sense to say that it is "twice as warm," as is pos-
sible with ratio measurement, ifthe temperalure
rises from 2to 4degrees, from 15 to 30 degrees,
or from 40 to 80 degrees. Another common ex-

TABTE Characteristics of the Four Levels of Measurement

Nominal

Ordinal

Interval

Ratio

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes Yes
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ample of arbitrary-not true-zeroes occurs
when measuring attitudes where numbers are
assigned to statements (e.g., - 1 = disagree, 0 =

no opinion, +1 = agree). True zeroes exist for
variables such as income, age, or years of educa-
tion. Examples of the four levels of measurement
are shown in Table 5.3.

Specialized Measures: Scales

and Indexes

Researchers have created thousands of different
scales and indexes to measure social variables.
For example, scales and indexes have been de-

veloped to measure the degree of formalization
in bureaucratic organizations, the prestige ofoc-
cupations, the adjustment of people to a mar-

riage, the intensity ofgroup interaction, the level

of social activity in a community, the degree to

which a state's sexual assault laws reflect feminist
values, and the level of socioeconomic develop-
ment of a nation. I cannot discuss the thousands
of scales and indexes. Instead, I will focus on
principles of scale and index construction and

explore some major types.

Keep two things in mind. First, virtually
every social phenomenon can be measured.
Some constructs can be measured directly and
produce precise numerical values (e.g., family
income). Other constructs require the use of
surrogates or proxies that indirectly measure a
variable and may not be as precise (e.g., predis-
position to commit a crime). Second, a lot can
be learned from measures used by other re-
searchers. You are fortunate to have the work of
thousands ofresearchers to draw on. It is not al-
ways necessaryto start from scratch. You can use
a past scale or index, or you can modif it for
your own purposes.

Indexes and Scales. You might find the terms
index and scale confusing because they are often
used interchangeably. One researcher's scale is
another's index. Both produce ordinal- or inter-
val-level measures of a variable. To add to the
confusion, scale and index techniques can be
combined in one measure. Scales and indexes
give a researcher more information about vari-'
ables and make it possible to assess the quality of
measurement. Scales and indexes increase relia-

TA B LE 5.3 Example of Levels of Measurement

Religion (nominal)

Attendance (ordinal)

lQ Score (interval)

Different religious denominations (Jewish, Catholic, Lutheran, Baptist) are not

ranked, just different (unless one belief is conceptualized as closer to heaven).

"How often do you attend religious services? (0) Never, (.1 ) less than once a

year, (3) several times a year, (4) about once a month, (5) two or three times

a week, or (8) several times a week?" This might have been measured at a ratio

level ifthe exact number oftimes a Person attended was asked instead.

Most intelligence tests are organized with 1 00 as average, middle, or normal.

Scores higher or lower indicate distance from the average. Someone with a

score of I I 5 has somewhat above average measured intelligence for people

l:.r::":O 
the test, while 90 is slightly below. Scores of below 65 or above I 40

Age is measured by years of age. There is a true zero (birth)' Note that a 40-

year-old has l ived twice as long as a 2O-year-old.
Age (ratio)
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For most purposes, you can treat scales and indexes
as interchangeable. Social researchers do not use a
consistent nomenclature to distinguish between
them.

Ascaleis a measure in which a researcher captures
the intensity, direction, level, or potency of a variable
construct. lt arranges responses or observations on
a continuum. A scale can use a single indicator or
multiple indicators. Most are at the ordinal level of
measuremenL

Anindex is a measure in which a researcher adds
or combines several distinct indicators of a construct
into a single score. This composite score is often a
simple sum of the multiple indicators. lt is used for
content and convergent validity. Indexes are often
measured at the interval or ratio level.

Researchers sometimes combine the features of
scales and indexes in a single measure. This is com-
mon when a researcher has several indicators that
are scales (i.e., that measure intensity or direction).
He or she then adds these indicators together to
yield a single score, thereby creating an index.

bility and validity, and they aid in data reduc-
tion; that is, they condense and simplify the in-
formation that is collected (see Box 5.2).

Mutually Exclush,e and Exhaustive Attributes.
Before discussing scales and indexes, it is impor-
tant to review features of good measurement.
The attributes of all measures, including nomi-
nal-level measures, should be mutually exclusive
and exhaustive.

Mutually exclusive attributes means that an
individual or case fits into one and only one at-
tribute of a variable. For example, a variable
measuring type of religion-with the attributes
Christian, non-Christian, and Jewish-is not
mutually exclusive. Judaism is both a non-
Christian religion and a |ewish religion, so a Iew-
ish person fits into both the non-Christian and

the Jewish category. Likewise, a variable measur-
ing type of ciry with the attributes river port city,
state capital, and interstate highway exit, lacks
mutually exclusive attributes. One city could be
all three (a river port state capital with an inter-
state exit), any one of the three, or none of the
three.

Exhaustive attributes means that all cases fit
into one of the attributes of a variable. When
measuring religion, a measure with the attrib-
utes Catholic, Protestant, and Jewish is not ex-
clusive. The individual who is a Buddhist, a
Moslem, or an agnostic does not fit anl.where.
The attributes should be developed so that every
possible situation is covered. For example,
Catholic, Protestant, Iewish, or other is an ex-
clusive and mutually exclusive set of attributes.

Unidimensionality. In addition to being mu-
tually exclusive and exhaustive, scales and in-
dexes should also be unidimensional. or one
dimensional. Unidimensionality means that all
the items in a scale or index fit together, or mea-
sure a single construct. Unidimensionality was
suggested in discussions ofcontent and concur-
rent validity. Unidimensionality says: If you
combine several specific pieces of information
into a single score or measure, have all the pieces
work together and measure the same thing. Re-
searchers use a statistical measure called Cron-
bach's alpha to assess unidimenionality. Alpha
ranges from a maximum of 1.0 for a perfect
score to zero. To be considered a good measure,
the alpha should be .70 or higher.

There is an apparent contradiction between
using a scale or index to combine parts or sub-
parts of a construct into one measure and the
criteria of unidimensionality. It is only an appar-
ent contradiction, however, because constructs
are theoretically defined at different levels ofab-
straction. General, higher-level or more abstract
constructs can be defined as containing several
subparts. Each subdimension is a part of the
construct's overall content.

For example, I define the construct "femi-

nist ideology" as a general ideology about gen-
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der. Feminist ideology is a highly abstract and
general construct. It includes specific beliefs-and
attitudes toward social, economic, political, fam-

ilv, and sexual relations' The ideology's five be-

lief areas are parts of the single general construct'
The parts are mutually reinforcing and together
form a system of beliefs about the dignity'
strength, and power of women.

If feminist ideology is unidimensional, then

there is a unified belief system that varies from

very antifeminist to very profeminist. We can test

the validity of the measure that includes multiple
indicators that tap the construct's subparts' If

one belief area (e.g., sexual relations) is consis-
tently distinct from the other areas in empirical
tests, then we question its unidimensionality.

It is easy to become confused: A specific
measure can be an indicator of a unidimensional
construct in one situation and indicate a part of

a different construct in another situation. This is
possible because constructs can be used at dif-
ferent levels of abstraction.

For example, a person's attitude toward
gender equality with regard to pay is more spe-

iific and less abstract than feminist ideology (i.e',

beliefs about gender relations throughout soci-

ety).An attitude toward equal pay can be both a

unidimensional construct in its own right and a

subpart of the more general and abstract unidi-
mensional construct, ideology toward gendet

relations.

INDEX CONSTRUCTION

The Purpose

You hear about indexes all the time. For example'
U.S. newspapers report the Federal Bureau of In-

vestigation (FBI) crime index and the consumer
price index (CPI). The FBI index is the sum of

police reports on seven so-called index crimes

icriminaf homicide, aggravated assault, forcible
rape, robbery, burglary larceny of $50 or more'
and auto theft). It began with the Uniform Crime
Report in 1930. The CPI, which is a measure of

inflation, is createdbytotaling the cost of buying

a list of goods and services (e'g., food, rent, and

utilities) and comparing the total to the cost of

buyrng the same list in the previous year' The

consumer price index has been used by the U'S'

Bureau of Labor Statistics since 1919; wage in-

creases, union contracts, and social security pay-

ments are based on it. Anindexis a combination
of items into a single numerical score. Various

components or subparts of a construct ate each

measured, then combined into one measure'
There are manyt)?es of indexes. For exam-

ple, if you take an exam with 25 questions'the

iotal number of questions correct is a kind of in-

dex. It is a composite measure in which each

question measures a small piece of knowledge,

and all the questions scored correct or incorrect

are totaled to produce a single measure.
Indexes measure the most desirable place to

live (based on unemployment, commuting time,

crime rate, recreation opportunities, weather,

and so on), the degree of crime (based on com-

bining the occurrence of different specific

crimes), the mental health of a person (based on

the person's adiustment in various areas of life),

and the like.
One way to demonstrate that indexes are

not very complicated is to use one. Answer yes or

no to the seven questions that follow on the

characteristics of an occupation. Base your an-

swers on your thoughts regarding the following

four occupations: long-distance truck driver,

medical doctor, accountant, telephone operator'

Score each answer 1 foryes and 0 for no'

1. Does itpay agood salary?
2. Is the job secure from layoffs or unemploy-

ment?
3. is the work interesting and challenging?
4. Are its working conditions (e.g., hours'

safety, time on the road) good?
5. Are there opportunities for career advance-

ment and Promotion?
6. Is it prestigious or looked up to by others?

7. Doei it permit self-direction and the free-

dom to make decisions?
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Total the seven answers for each of the f<lur
occuparions. Which had the highest and which
had the lowest score? The ,",o""r, qu.sti,orr, 

"r.my operational definition of the constr uct sood
occupation. Each question represents a sub"part
ot my theoretical definition. A different theoret_
ical definition would result in aiff.r.rrt qu.s_
tions, perhaps more than seven.

Creating indexes is so easy that it is impor_
tant to be carefi.rl that every item in the index has
face validity. Items without face validity,fr""fa
be excluded. Each part of the constru.i ,f,o"fa
be measured with at least one indicator. Of
course, it is better to measure the parts of a con_
struct with multiple indicators.

Weighting

are threatened wheneyer data for some cases are
missing. There are four ways to attempt to re_
solve the problem, but none fullv solve it.

Fo-r example, I construct an index of the de_
gree ofsocietal developmentin 1975 for 50 na_
uons. lhe lndex contains four items: life
expectancy, percentage of homes with indoor
plumbmg, percentage ofpopulation that is liter_
ate, and number of telephones per 100 p.opL. t
locate a source of united Natilns sta*;i;-for
myinformation. The values for Belgium ar.6g _
87 +97 +28;for Turkey,thescore"s areSS+-le
+ 49 + 3; for Finland, however, I discover that
literacy data are unavailable. t check-othe.
sources of information, but none has the daiu
because they were not collected

An important issue in index construction is Rates and Standardization
whether to weight items' unless it is otherwise You have heard.of crime rates, rates of popula-stated' assume that an index is unweighted-Like- ti"; gr;;;;l.ra ,rr. unemployment rate. somewise' unless you have a good theorJtical ,.*on indeies ani single-indicator measures are ex-for assigning differeni 

. weights, use equal pr"rr.J;;;; Rates involve riu"au.iiri"g rir"weights' An unweighted indei give, ea.h ilm value of an item to make comparisons possible.equal weight' It involvesidding up the items The items in an index frequentlyneed to be stan-without modification:f 
]1...h 

ti.r. 
-uttifii"a 

dardizedu"ro." trr.y.an be combined.by 1 (or - 1 for items that are negative). stundardization involves selecting a baseIn a weighted index, a reseaicher values.or and dividing a raw measure by the base. For ex-weights some items more than others' The size ampl_e, aq.i rr"a l0 murders and city B had 30of weights can come from theoretical assump- 
-.rid"r, 

in the same year. In order to comparetions' the theoretical definition, or u r,uiirii.ul murde^ ir tt 
" 

two cities, the raw numbertechnique such as factor analysis. weighting of murders needs tobe standardi zed,bythe city
;Xili"r 

the theoreticar definition or trrt .orr- popuration. If the cities 
"rtih;r;;;#, .rry,

weighting can produce dirrerent index ;[i';x;]:'i:::iHrt:irtffH::ftl,rilscores' but in most cases, weighted and un- people urrl city u has 600,000, then the murderweighted indexes vield simila-r results. Re- rate per 100,000 is 10 for cityA and 5 for cityB.searchers ut" to"tt"t.d with ttr" t.tuilorrrt ip stu.rau.Ji-tion makes it possible to com-between variables, and weight.a u"J 
".r- 

pare different units on a common base. Theweighted indexes usually give si'milar ,.rJt, fo. process of standardizutiorr, ui- lJt. i)r*irg,the relationships between variables' removes the effect of relevant but different char-
acteristics in order to make the important differ_

Missing Data ences visible. For example, there ur" t o classes
Missing data can be a serious problem when :ff#t"t:::flT",n:1X11:iTH:tr1Xilconstructing an index' validitland reliability compare the rate or incidence of smokers by
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standardizing the number of smokers by the size
ofthe classes. The art class has 32 students and
the biology class has 143 students. One method
of standardization that you already know is the
use of percentages, whereby measures are stan-
dardized to a common base of 100. In terms of
percentages, it is easy to see that the art class has
more than twice the rate of smokers (37.5 per-
cent) than the biology class (15.4 percent).

A critical question in standardization is de-
ciding what base to use. In the examples given,
how did I know to use city size or class size as the
base? The choice is not always obvious; it de-
pends on the theoretical definition of a construct.

Different bases can produce different rates.
For example, the unemployment rate can be de-
fined as the number of people in the work force
who are out ofwork. The overall unemployment
rate is:

Unemployment rate =

Number of
unemployed people

Total number of
people working

We can divide the total population into sub-
groups to get rates for subgroups in the popula-
tion such as White males, African American
females. African American males between the
ages of 18 and 28, or people with college degrees.
Rates for these subgroups may be more relevant
to the theoretical definition or research problem.
For example, a researcher believes that unem-
ployment is an experience that affects an entire
household or family and that the base should be
households, not individuals. The rate will look
like this:

Number of households
with at least one

unemployed person

Total number
ofhouseholds

Different conceptualizations suggest differ-
ent bases and different ways to standardize.

When combining several items into an index, it
is best to standardize items on a common base
(see Box 5.3).

SCALES

The Purpose

Scaling, like index construction, creates an ordi-
nal, interval, or ratio measure of a variable ex-
pressed as a numerical score. Scales are common
in situations where a researcher wants to mea-.
sure how an individual feels or thinks abouti
something. Some call this the hardness or po-
tenry of feelings.

Scales are used for two related purposes.
First, scales help in the conceptualization and
operationalization processes. Scales show the fit
between a set of indicators and a single con-
struct. For example, a researcher believes that
there is a single ideological dimension'that unr
derlies people's judgments about specific poli-
cies (e.g., housing, education, foreign affairs,
etc.). Scaling can help determine whether a sin-
gle construct- for instance, "conservative/ lib-
eral ideology"-underlies the positions people
take on specific policies.

Second, scaling produces quantitative mea-
sures and can be used with other variables to test
hypotheses. This second purpose of scaling is
our primary focus because it involves scales as a
technique for measuring a variable.

Logic of Scaling

As stated before, scaling is based on the idea of
measuring the intensity, hardness, or potency of
a variable. Graphic rating scales are an elemen-
tary form of scaling. People indicate a rating by
checking a point on a line that runs from one ex-
treme to another. This type of scale is easy to
construct and use. It conveys the idea ofa con-
tinuum, and assigning numbers helps people
think about quantities. A built-in assumption of
scales is that people with the same subjective
feeling mark the graphic scale at the same place.

New
Unemployment =

rate
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Sports fans in the United States were jubilant about
"winning" at the 2000 Olympics by carrying off the
most gold medals. However, because they failed to
standardize, the "win" is an illusion. Of course, the
world's richest nation with the third largest popula-
tion does well in one-on-one competit ion among all
nations. To see what really happened, one must stan-
dardize on a base of the population or wealth. Stan-
dardization yields a more accurate picture by
adjusting the results as ifthe nations had equal pop-

ulations and wealth. The results show that the Ba-
hamas, with less than 3 00,000 cit izens (smaller than
a medium-sized U.S. city), proportionately won the
most gold. Adjusted for its population size or wealth,
the United States is not even near the top; it appears
to be the leader only because of its great size and
wealth. Sports fans in the United States can perpet-
uate the i l lusion of being at the top only if they ig-
nore the comparative advantage of the United
States.

TOP TEN GOLD MEDAL WINNING COUNTRIES AT THE 2OOO OLYMPICS IN SYDNEY

I
2
3
4
5
6
7
8
9

10

USA
Russia
China
Australia
Germany
France
Italy
Netherlands
Cuba
Britain
EUl s- .

Bahamas
Slovenia
Cuba
Norway
Australia
Hungry
Netherlands
Estonia
Bulgaria
Li thuania
EUl 5
USA

39
32
28
16
1+
13
13
12
11
t ' l
80

I
z

t t
4

16
8

12
I
5
2

80
39

s3.3
10
9.9
9.1
8.6
7.9
7.6
7.1
6.0
5.4
2.1
1.4

20.0.r0.0

50.0
2.6
4.1

16.7
3.0

20.0
41.7
18.2
0.9
0.4

Note: 'Population is gold medals per 1 0 million people and CDP is gold medals per $.1 0 billion;
'"EU1 5 is the 'l 5 nations of the European Union treated as a single unit.
Source: Adapted from The Economist, October 7 ,2OOO, p. 52.

Figure 5.4 is an example of a "feeling ther-
mometer" scale that is used to find out how peo-
ple feel about various groups in society (e.g., the
National Organization of Women, the Ku Klux
Klan, labor unions, physicians, etc.). This tJpe
of measure has been used by political scientists
in the National Election Study since 1964 to

measure attitudes toward candidates, social
groups, and issues.

Commonly Used Scales

Likert Scale. You have probably used Likert
scales; they are widely used and very common in
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FIGURE 5.4 "Feel ingThermometer"
Graphic Rating Scale

Very Warm

Neither Warm nor Cold

Very Cold

survey research. They were developed in the
1930s by Rensis Likert to provide an ordinal-level
measure of a person's attitude. Likert scales usu-
ally ask people to indicate whether they agree or
disagree with a statement. Other modifications
are possible; people might be asked whether they
approve or disapprove, or whether they believe
something is "almost always true." Box 5.4 pte-
sents several examples of Likert scales.

Likert scales need a minimum of two cate-
gories, such as "agree" and "disagree." Using
only two choices creates a crude measure and
forces distinctions into only two categories. It is
usually better to use four to eight categories. A
researcher can combine or collapse categories af-
ter the data are collected, but data collected with
crude categories cannot be made more precise
later.

You can increase the number of categories
at the end of a scale by adding "strongly agtee,"
"somewhat agtee," "very strongly agree," and so

forth. Keep the number of choices to eight or
nine at most. More distinctions than that are
probably not meaningful, and people will be-
come confused. The choices should be evenly
balanced (e.g., "strongly agree," "agree" with
"strongly dis agree," "disagree").

Researchers have debated about whether to
offer a neutral category (e.g., "don't know," "ul')-
decided," "no opinion") in addition to the di-
rectional categories (e.g., "disagree," "agree").
A neutral category implies an odd number of
categories.

A researcher can combine several Likert I

scale questions into a composite index if they all
measure a single construct. Consider the Social
Dominance Index that van Laar and colleagues
(2005) used in their study of racial-ethnic atti-
tudes among college roommates (see Box 5.5),
As part of a larger survey, they asked four ques-
tions about group inequalrty. The answer to eacA
question was a seven-point Likert scale wittr,
choices from Strongly Disagree to Strongly
Agree. They created the index by adding the an-
swers for each student to create scores that
ranged from 4 to 28. Notice that they worded
question number four in a reverse direction from
the other questions. The reason for switching di.
rections in this way is to avoid the problem of the
response set. The response set, also calledresponse
style and response bi.as, is the tendency of some
people to answer alarge number of items in the
same way (usually agreeing) out of laziness or a
psychological predisposition. For example, if
items are worded so that saytng "strongly agred'
always indicates self-esteem, we would not know
whether a person who always strongly agreed had
high self-esteem or simply had a tendency to
agree with questions. The person might be an-
swering "strongly agree" out of habit or a ten-
dency to.agree. Researchers word statements in
alternative directions' so that anyone who agrees
all the time appears to answer inconsistently or to
have a contradictory oPinion.

Researchers often combine many Likert-
scaled attitude indicators into an index. The
scale and indexes have properties that are associ-
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The Rosenberg Self-Esteem Scale
All in all, I am inclined to feel that I am a failure:

1. Almost always true
2. Often true
3. Sometimes true
4. Seldom true
5. Never true

A Student Evaluation of Instruction Scale
Overall, I rate the quality of instruction in this course as:

Excellent Cood Average Fair poor

A Market Research Mouthwash Rating Scale

Brand
Dislike Dislike
Completely Somewhat

Dislike
a Little

Like
a Little

Like
Somewhat

Like
Completely

Work Group Supervisor Scale
My supervisor:

Lets members know what is expected ofthem
ls friendly and approachable

Treats all unit members as equals

4

4

4

I

I

1

z

2

2

3

3

3

5

5

5

ated with improving reliability and validiry. An
index uses multiple indicators, which improves
reliability. The use of multiple indicatois that
measure several aspects of a construct or opin-
lon rmproves content validity. Finally, the index
scores give a more precise quantitative measure
of a person's opinion. For example, each per-
son's opinion can be measured with a number
from l0 to 40, instead of in four categories:
"strongly agree," "agree," "disagree,'; and
"strongly disagree."

Instead of scoring Likert items, as in the pre-
vious example, the scores -2, -1,+t, +2 could
be used. This scoring has an advantage in that a
zeto implies neutrality or complete ambiguity,
whereas a high negative number means an atti-
tude that opposes the opinion represented by a
high positive number.

The numbers assigned to the response cate_
gories are arbitrary. Remember that the use of a
zero does not give the scale or index a ratio level
of measurement. Likert scale measures are at the
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Example I

In a study of college roommates and racial-ethnic
groups, van Laar and colleagues (2005) measured
Social Dominance (i.e., a feeling that groups are fun-
damentally unequal) with the following four-item in-
dex that used a Likert scale, from I (Strongly
Disagree) to 7 (Strongly Agree).

.l 
. lt is probably a good thing that certain groups

are at the top and other groups are at the bot-
tom.

2. lnferior groups should stay in their place.

3. We should do all we can to equalize the condi-
tions of different groups.

4. We should increase social equality.-

.NOTE: 
This item was reverse scorec.

The scores for the Likert responses (1 to 7) for items
I to 4 were added to yield an index that ranged from
4 to 28 for each respondent. They report a Cron-
bach's alpha for this index as .74.

Example 2

In a study of perceptions of police misconduct,
Weitzer and Tuch (2004) measured a respondent's
experiences with police by asking seven questions

that had yes or no answers to create two composite
indexes. The index for vicarious experiences was the
sum of items 2, 4, and 5, with "yes" scored as I and
"no" scored as zero. An index ofpersonal experience
was the sum of answers to items 1,3,5, and 7, with
"yes" scored as I and "no" scored as zero.

l. Have you ever been stopped by police on the
street without a good reason?

2. Has anyone else in your household been
stopped by police on the street without a good
reason?

3. Have the police ever used insulting language to-
ward you?

4. Have the police ever used insulting language to-
ward anyone else in your household?

5. Have the police ever used excessive force
against you?

5. Have the police ever used excessive force
against anyone else in your household?

7. Have you ever seen a police officer engage in
any corrupt activities (such as taking bribes or
involvement in drug trade)?

Weitzer and Tuch (2004) report a Cronbach's
alpha for the personal experiences index as .78 and
for vicarious experience index as .86.

ordinal level of measurement because responses
indicate a ranking only. Instead of 1 to 4 or -2

to +2, the numbers 100, 70, 50, and 5 would
have worked. Also, do not be fooled into think-
ing that the distances between the ordinal cate-
gories are intervals just because numbers are
assigned. Although the number system has nice
mathematical properties, the numbers are used
for convenience only. The fundamental mea-
surement is only ordinal.

The simplicity and ease of use of the Likert
scale is its real strength. When several items are
combined, more comprehensive multiple indi-

cator measurement is possible. The scale has two
limitations: Different combinations of several
scale items can result in the same overall score or
result, and the response set is a potential danger.

Bogardus Social Distance Scale. The Bogardus
social distance scale measures the social distance
separating ethnic or other groups from each
other. It is used with one group to determine
how much distance it feels toward a target or
"out-group."

The scale has a simple logic. People respond
to a series of ordered statements: those that are
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most threatening or most socially distant are at
one end, and those that might be least threaten-
ing or socially intimate are at the other end. The
logic of the scale assumes that a person who re-
firses contact or is uncomfortable with the so-

cially distant items will refuse the socially closer
items (see Box 5.6).

Researchers use the scale in several ways. For
example, people are given a series of statements:
People from Group X are entering your country,

ln1993, Kleg and Yamamoto (1 998) replicated the
original 1925 study by Emory Bogardus that f irst
used the social distance scale. The original study had
1 1 0 subjects from the Pacific Coast. Particioants in-
cluded I OZ White Americans of non-Jewish Euro-
pean ancestry, 1 Jewish White, 1 Chinese, and l
Japanese (about Z0 percent were female). In their
1 993 replication, Kleg and Yamamoto selected 1 3 5
middle school teachers from an affluent school dis-
trict in a Colorado metropolitan area. There were.l 

1 9 non-Jewish Whites, 7 Jewish Whites, 6 African
Americans, 

. l 
American Indian, 1 Asian, and I un-

known (65 percent were female). There were three
minor deviations from the 

.l 
925 study. First, the

original Bogardus respondents were given a list of
39 groups. Those in the replication had a l ist of 35
groups. The two lists shared 24 groups in common.
Three target groups were renamed: Negroes in
I 925 versus African Americans in 1 993; Syrians ver-
sus Arabs; and Cerman-Jews and Russian-Jews vs.
Jews. Second, both studies contained seven cate-

gories, but they were worded slightly differently (see
below). Third, both studies had seven categories
(called anchor points) printed left to right at the top.
In the Bogardus original it said: "According to my first
feeling reactions I would willingly admit members of
each race (as a class, and not the best I have known,
nor the worst members) to one or more of the clas-
sif ications under which I have placed a cross (x)." In
the 1 993 replication it said: "social distance means
the degree that individuals desire to associate witn
others. This scale relates to a special form of social
distance known as person to group distance. you are
given a list of groups. Across from each group there
are boxes identified by the labels at the top. Place an
"x" in the boxes that indicate the degree ofassocia-
tion you would desire to have with each group. Cive
your first reaction." The main finding was that al-
though the average social distance declined a great
deal over over 68 years, the ranking of the 25
groups changed very little (see below).

Instructions

t.

2.
3.
4.
5.
6.
7.

To close kinship by marriage
To my club as personal chums
To my street as neighbors
To employment in my occupation in my country
To cit izenship in my country
As visitors only to my country
Would exclude from my country

To marry into group

To have as best friend

To have as next-door neighbors
To work in the same office
To have as speaking acquaintances only
To have as visitors to my country
To keep out of my country
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Results

t9?5.Qfirral

English

Scottish
lrish
French

Dutch

Swedish
Danish

Norwegian
Cerman
Spanish
Italian
Hindu
Polish

Russian
Native American

Jewish
Creek
Arab

Mexican
Black American
Chinese
japanese

Korean
Turk

Crand Mean

Mean Score

1.27
1.69
1.93
2.04
2.12
2.44
2.48
2.67
2.89
3.28
3.98
4.35
4.57
4.57
4.65
4.83.
4.89
5.00.
5.O2
5.10'
5.28
5.3 0
5.55
5.80
3.82

&o**
.l

2
3
4
5
6
7
8
9
10
' t1

12
13
14
.t5

16
17
.18

19
20
21
22
23
24

1.17
1.22
1.14
1.20
1.25
1.21
1.23
1.25
1.27
1.29
1..19
1.95
1.30
1.33
1.44
1.42
r.38
2.21
1.56
1.55
1.68
1.62
1.72
1.77
1.43

2
6
I
4
9
5
7
8

10
t. l
3

23
12
13
16
15
14
24
' r8
17
20
19
21
22

'Slight change in name of group.

are in your town, work at your place of employ-
ment, live in your neighborhood, become your
personal friends, and marry your brother or sis-
ter. People are asked whether they feel comfort-
able with the statement or if the contact is
acceptable. It is also possible to ask whether they

feel uncomfortable with the relationship. People
may be asked to respond to all statements, or
they may keep reading statements until they are
not comfortable with a relationship. There is no
set number of statements required; the number
usually ranges from five to nine. The measure of
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social distance can be used as either an indepen-
dent or a dependent variable.

A researcher can use the Bogardus scale to
see how distant people feel from one out-group
versus another. In addition to studying racial_
ethnic groups, it has been used to examine doc-
tor-patient distance. For example, Gordon and
associates (2004) found that college students re_
ported different social distance toward people
with different disabilities. Over 95 pircent
would be willing to be a friend with someone
with arthritis, cancer, diabetes, or a heart condi-
tion. Fewer than 70 percent would ever consider
being a friend to someone with mental retarda-
tion. The social distance scale is a convenient
way to determine how close a respondent feels
toward a social group. It has two potential limi-
tations. First, a researcher needs to tailor the cat-
egories to a specific out-group and social setting.
Second, it is not easyfor a researcher to compare
how a respondent feels toward several diffeient

. groups unless the respondent completes a simi-
lar social distance scale for all out-groups at the

. same time. Of course, how a respondent com-
: pletes the scale and the responde^nt's actual be-
havior in specific social situations may differ.

Semantic Differential. Semantic Differential
provides an indirect measure of how-a person
feels about a concept, object, or other person.
The technique measures subjective feelings to-

l,ward something by using adjectives. This is be-
cause people communicate evaluations through
adjectives in spoken and written language. Be-
cause most adjectives have polar opposites (e.g.,
hght/darlt hard/soft, slow/fast), it uses polar op-
posite adjectives to create a rating measure or
scale. The Semantic Differential captures the
connotations associated with whatever is being
evaluated and provides an indirect measure of it.

The Semantic Differential has been used for
many purposes. In marketing research, it tells
how consumers feel about a product; political
advisers use it to discover what voters think
about a candidate or issue; and therapists use it

to determine how a client perceives himself or
herself (see Box 5.7).

To use the Semantic Differential, a re_
searcher presents subjects with a list ofpaired
opposite adjectives with a continuum of 7 to I I
points between them. The subjects mark the
spot on the continuum between the adiectives
that expresses their feelings. The adjectives can
be very diverse and should be well mixed (e.g.,
positive items should not be located mostly on
either the right or the left side). Studies of a wide
variety of adjectives in English found that they
fall into three major classes of meaning: evalua-
tion ( go o d-b ad), potency ( str ong-weak), and ac_
tivity (active-passive). Of the three classes of
meaning, evaluation is usually the most signifi_
cant. The analysis of results is difficult, anda re_
searcher needs to use statistical procedures to
analryze a subject's feelings toward the concept.

Results from a Semantic Differential tell a
researcher how one person perceives different
concepts or how different people view the same
concept. For example, political analysts might
discover that young voters perceive their candi-
date as traditional, weak, and slow, and as
halfiray between good and bad. Elderly voters
perceive the candidate as leaning to*u.d strong,
fast, and good, and as halfi,,rray between tradi-
tional and modern.

Guttman Scaling. Guttman scaling, or cumu-
lative scaling, differs from the previous scales or
indexes in that researchers use it to evaluate data
after they are collected. This means that re-
searchers must design a study with the Guttman
scaling technique in mind.

Guttman scaling begins with measuring a
set of indicators or items. These can be ques-
tionnaire items, votes, or observed characteris-
tics. Guttman scaling measures many different
phenomena (e.g., patterns of crime or drug use,
characteristics of societies or organizations, vot-
ing or political participation, psychological dis_
orders). The indicators are usuallymeasured in a
simple yes/no or present/absent fashion. From 3
to 20 indicators can be used. The researcher se-
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As part of her undergraduate thesis, Daina Hawkes
studied attitudes toward women with tattoos using
the semantic differential (Hawkes, Senn, and Thorn,
2OO4). The researchers had 258 students at a
medium-sized Canadian university complete a se-
mantic differential form in response to several sce-
narios about a 22-year-old woman college student
with a tattoo. They had five scenarios in which they
varied the size ofthe tattoo (small versus large) and
whether or not it was visible, and one with no details
about the tattoo. The authors also varied features of
the senario: weight problem or not; part-time job at

restaurant, clothing store, or grocery store;
boyfriend or not; average grades'or failing grades.
They used a semantic differential with 22 adjective
pairs. They also had participants complete two
scales: Feminist and Women's Movement scale and
Neosexism scale. The semantic differential terms
were selected to indicate three factors: evaluative,
activity, and potency (strong/weak). Based on sta-
tistical analysis three adjectives were dropped. The
'l 9 items used are listed below. Among other find-
ings, the authors found that there were more neta-
tive feelings toward a woman with a visible tattoo.

Good

Beautiful

Clean

Kind

Rich

Honest

Pleasant

Successful

Reputable

Safe

Gentle

Feminine

Weak

Passive

Cautious

Soft

Weak

Mild

Delicate

Bad'

uglv
Dirty

Cruel'

Poor'

Dishonest.

Unpleasant.

Unsuccessful

Disreputable

Dangerous

Violent'

Masculine

Powerful.

Active-

Rash-

Har.d

Strong

lntense

Ruggedi

.These 
items were presented in reverse order.
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lects items on the belief that there is a logical re-
lationship among them. He or she then places
the results into a Guttman scale and determines
whether the items form a pattern that corre-
sponds to the relationship. (See Box 5.8 for an
example of a study using Guttman scaling.)

Once a set of items is measured, the re-
searcher considers all possible combinations of
responses for the items. For example, three items
are measured: whether a child knows her age,
her telephone number, and three local elected
political officials. The little girl may know her

Crozat (1 998) examined public responses to various
forms of political protest. He looked at survey data
on the public's acceptance of forms of protest in
Creat Britain, Cermany, ltaly, Netherlands, and the
United States in 1 97 4 and 1 9 9 0. He found that the
pattern of the public's acceptance formed a Cuttman
scale. Those who accepted more intense forms of
protest (e.g., strikes and sit-ins) almost always ac-
cepted more modest forms (e.g., petitions or demon-

strations), but not all who accepted modest forms
accepted the more intense forms. In addition to
showing the usefulness of the Cuttman scale, Crozat
also found that people in different nations saw
protest similari ly and the degree of Cuttman scala-
bility increased over time. Thus, the pattern of ac-
ceptance of protest activities was Cuttman "scalable"
in both time periods, but it more closely followed the
Cuttman pattern in I 990 than 1974.

N

Y

Y

Other Patterns (examples only)

N

N

FORM OF PROTEST

N

N

N

N

N

N

N

N

Y

Y

N

N

N

N

Y

N

N

N

N

N

N

N

Y

N

N

Y

N

N

N

N

Cuttman Patterns
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age but no other answer, or all three, or only her
age and telephone number. In fact, for three
items there are eight possible combinations of
answers or patterns of responses, from not
knowing any through knowing all three. There is
a mathematical way to compute the number of
combinations (e.g., 23), but you can write down
all the combinations of yes or no for three ques-
tions and see the eight possibilities.

The logical relationship among items in
Guttman scaling is hierarchical. Most people or
cases have or agree to lower-order items. The
smaller number of cases that have the higher-or-
der items also have the lower-order ones, but not
vice versa. In other words, the higher-order
items buiid on the lower ones. The lower-order
items are necessary for the appearance of the
higher-order items.

An application of Guttman scaling, known
as scalogram analysis, lets a researcher test
whether a hierarchical relationship exists among
the items. For example, it is easier for a child to
know her age than her telephone number, and to
know her telephone number than the names of
political leaders. The items are caTled scalnble, or
capable of forming a Guttman scale, if a hierar-
chical pattern exists.

The patterns of responses can be divided
into two groups: scaled and errors (or nonscal-
able). The scaled patterns for the child's knowl-
edge example would be as follows: not knowing
any item, knowing only age, knowing only age
plus phone number, knowing all three. Other
combinations of answers (e.g., knowing the po-
litical leaders but not her age) are possible but
are nonscalable. Ifa hierarchical relationship ex-
ists among the items, then most answers fit into
the scalable patterns.

The strength or degree to which items can
be scaled is measured with statistics that mea-
sure whether the responses can be reproduced
based on a hierarchical pattern. Most range from
zero to 100 percent. A score of zero indicates a
random pattern, or no hierarchical pattern. A
score of 100 percent indicates that all responses
to the answer fit the hierarchical or scaled pat-

tern. Alternative statistics to measure scalability
have also been suggested.

CONCLUSION

in this chapter, you learned about the principles
and processes of measurement in quantitative
and qualitative research. All researchers concep-
tualize-or refine and clarify their ideas into
conceptual definitions. All researchers opera-
tionalize-or develop a set of techniques or
processes that will link their conceptual defini- ',,i
tions to empirical reality. Qualitative and quan-
titative researchers differ in how they approach
these processes, however. The quantitative re-
searcher takes a more deductive path, whereas
the qualitative researcher takes a more inductive
path. The goal remains the same: to establish un-
ambiguous links between a reseacher's abstract
ideas and empirical data.

You akolearned about the principles of re-
liability and validity. Reliability refers to the de-
pendability or consistenry of a measure; validity
refers to its truthfulness, or howwell a construct
and data for it fit together. Quantitative and
qualitative sryles of research significantly diverge
in how they understand these principles. None-
theless, both quantitative and qualitative re-
searchers try to measure in a consistent way, and
both seek a tight fit between the abstract ideas
they use to understand social world and what
occurs in the actual, empirical social world. In
addition, you saw how quantitative researchers
apply the principles of measurement when they
create indexes and scales, and you read about
some major scales they use.

Beyond the core ideas of reliability and va-
lidity, good measurement requires that you cre-
ate clear definitions for concepts, use multipie
indicators, and, as appropriate, weigh and stan-
dardize the data. These principles hold across all
fields of study (e.g., family, criminology, in-
equality, race relations, etc.) and across the
many research techniques (e.g., experiments,
surveys, etc.).
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As you are probablybeginning to realize,re-
search involves doing a good job in each phase of
a study. Serious mistakes or sloppiness in any
one phase can do irreparable damage to the re-
sults, even if the other phases of the research
project were conducted in a flawless manner.

Key Terms

Bogardus Social Distance Scale
conceptual definition
conceptual hlpothesis
conceptualization
concurrent validity
content validity
continuous variables
criterion validity
discrete variables
empirical hlpothesis
exhaustive attributes
external validity
face validity
Guttman scaling
index
internal validity
interval-level measurement
levels of measurement
Likert scale
measurement validity

multiple indicators
mutually exclusive attributes
nominal-level measurement
operational definition
operationalization
ordinalJevel measurement
predictive validity
ratio-level measurement
reliability
scale
Semantic Differential
standardization
unidimensionality
validity

Endnote

1. The terms concept, construct, and idea are used
more or less interchangeably, but there are differ-
ences in meaning between them. An idea is any
mental image, belief plan, or impression. It refers
to any vague impression, opinion, or thought. A
concept is a thought, a general notion, or a gener-
alized idea about a class of objects. A construct is a
thought that is systematically put together, an or-
derly arrangement of ideas, facts, and impres-
sions. The term construct is used here because its
emphasis is on taking vague concepts and turning
them into systematically organized ideas.
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INTRODUCTION

Qualitative and quantitative researchers ap-
proach sampling differently. Most discussions
of sampling come from researchers who use
the quantitative style. Their primary goal is to
get a representative sample, or a small collec-
tion of units or cases from a much larger col-
lection or population, such that the resia.cher
can study the smaller group and produce accu-
rate generalizations about the larger group.
They tend to use sampling based on theories of
probability from mathematics (called proba-
bility sampling).

Researchers have two motivations for using
probability or random sampling. The first moti-
vation is saving time and cost. If properly con-
ducted, results from a sample may yield results
at 1/1,000 the cost and time. For example, in-
stead of gathering data from 20 million people,
a researcher may draw a sample of 2,000; the
data from those 2,000 are equal for most pur-
poses to the data from all 20 million. The sec-
ond purpose of probability sampling is
accuracy. The results of a well-designed, care-
fully executed probability sample will produce
results that are equally if not more accurate than
trying to reach every single person in the whole
population. A census is usually an attempt to
count everyone. In 2000, the U.S. Census Bu-
reau tried to count eyeryone in the nation, but it
would have been more accurate if it used very
specialized statistical sampling.

Qualitative researchers focus less on a sarn-
ple's representativeness or on detailed techniques
for drawing a probability sample. Instead, they
focus on how the sample or small collection of
cases, units, or activities illuminates key features
of social life. The purpose of sampling is to collect
cases, events, or actions that clarify and deepen
understanding. Qualitative researchers' concern
is to find cases that will enhance what the re-
searchers learn about the processes ofsocial life
in a specific context. For this reason, qualitative
researchers tend to collect a second type of sam-
pling: nonprobability sampling.

NONPROBABILITY SAMPLING

Qualitative researchers rarely draw a representa-
tive sample from a huge number of cases to in-
tensely study the sampled cases-the goal in
quantitative research. Instead, they use non-
probability or nonrandom samples. This means
they rarely determine the sampie size in advance
and have limited knowledge about the larger
group or population from which the sample is
taken. Unlike the quantitative researcher who
uses a preplanned approach based on mathe-
matical theory, the qualitative researcher selects
cases gradually, with the specific content of a
case determining whether it is chosen. Table 6.1

Haphazard

Quota

Purposive

Snowball

Deviant Case

Cet any cases in any manner
that is convenient.

Cet a preset number ofcases in
each of several predetermined
categories that will reflect the
diversity of the population,
using haphazard methods.

Get all possible cases that f it
particular criteria, using various
methods.

Cet cases using referrals from
one or a few cases, and then
referrals from those cases, and
so forth.

6et cases that substantiallv
differ from the dominant
pattern (a special type of
purposive sample).

Cet cases until there is no
additional information or new
characteristics (often used with
other sampling methods).

Sequential
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shows a variety of nonprobability sampling
techniques.

Haphazard, Accidental, or
Convenience Sampling

Haphazard sampling can produce ineffective,
highly unrepresentative samples and is not rec-
ommended. When a researcher haphazardly se-
lects cases that are convenient, he or she can
easily get a sample that seriously misrepresents
the population. Such samples are cheap and
quick; however, the systematic errors that easily
occur make them worse than no sample at all.
The person-on-the-street interview conducted
by television programs is an example of a hap-
hazard sample. Television interviewers go out on
the street with camera and microphone to talk to
a few people who are convenient to interview.
The people walking past a television studio in
the middle of the day do not represent everyone
(e.g., homemakers, people in rural areas, etc.).
Likewise, television interviewers often select
people who look "normal" to them and avoid
people who are unattractive, poor) very old, or
inarticulate.

Another example of ahaphazard sample is
that of a newspaper that asks readers to clip a
questionnaire from the paper and mail it in. Not
everyone reads the newspaper, has an interest in
the topic, or will take the time to cut out the
questionnaire and mail it. Some people will, and
the number who do so may seem large (e.g.,
5,000), but the sample cannot be used to gener-
alize accurately to the population. Such haphaz-
ard samples may have entertainment value, but
they can give a distorted view and seriously mis-
represent the population.

Quota Sampling

Quota sampling is an improvement over haphaz-
ard sampling. In quota sampling, a researcher
first identifies relevant categories of people (e.g.,
male and female; or under age 30, ages 30 to 60,
over age 60, etc.), then decides how many to get

in each category. Thus, the number of people in
various categories of the sample is fixed. For ex-
ample, a researcher decides to select 5 males and
5 females under age 30, 10 males and 10 females
aged 30 to 60, and 5 males and 5 females over age
60 for a 40-person sample. It is difficult to repre-
sent all population characteristics accurately (see
Figure 6.1).

Quota sampling is an improvement because
the researcher can ensure that some differences
are in the sample. In haphazard sampling, all
those interviewed might be of the stune age, sex,
or race. But once the quota sampler fixes the cat-
egories and number of cases in each category he
or she uses haphazard sampling. For example,
the researcher interviews the first five males un-
der age 30 he or she encounters, even ifall five
just walked out of the campaign headquarters of
a political candidate. Not only is misrepresenta-
tion possible because haphazard sampling is
usedwithin the categories, but nothing prevents
the researcher from selecting people who "act
friendly" or who want to be interviewed.

A case from the history of sampling illus-
trates the limitations of quota sampling. George
Gallup's American Institute of Public Opinion,
using quota sampling, successfi,rlly predicted the
outcomes of the 1936, 1940, and 1944 U.S. pres-
idential elections. But in 1948, Gallup predicted
the wrong candidate. The incorrect prediction
had several causes (e.g., manyvoters were unde-
cided, interviewing stopped early), but a major
reason was that the quota categories did not ac-
curately represent all geographical areas and all
people who actually cast a vote.

Purposive or rudgmental Sampling

Purposive samplfug is used in situations in which
an expert uses judgment in selecting cases with a
specific purpose in mind. It is inappropriate if it
is used to pick the "average housewife" or the
"typical school." With purposive sampling, the
researcher never knows whether the cases se-
lected represent the population. It is often used
in exploratory research or in field research.
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Purposive sampling is appropriate in three
situations. First, a researcher uses it to select
unique cases that are especially informative. For
example, a researcher wants to use content analy-
sis to studymagazines to find cultural th.-.r. H.
or she selects a specific popular women's maga-
zine to study because it is trend setting.

Second, a researcher may use purposive
sampling to select members of a difficult-to-
reach, specialized population (see Hidden popu-
lations later in this chapter). For example, the
researcher wants to study prostitutes. It is im-
possible to list all prostitutes and sample ran-
domly from the list. Instead, he or she uses
subjective information (e.g., locations where
prostitutes solicit, social groups with whom
prostitutes associate, etc.) and experts (e.g., po-
Iice who work on vice units, other prostitutes,

! | , /
Tn

1 Female Child

etc.) to identify a "sample" of prostitutes for in-
clusion in the research project. The researcher
uses many different methods to identi$, the
cases, because his or her goal is to locate as many
cases as possible.

Another situation for purposive sampling
occurs when a researcher wants to identifu par-
ticular types of cases for in-depth investigation.
The purpose is less to generalize to a larger pop-
ulation than it is to gain a deeper understanding
of types. For example, Gamson (1992) used pur-
posive sampling in a focus group study of what
working-class people think about politics.
(Chapter 11 discusses focus groups.) Gamson
wanted a total of 188 working-class people to
participate in one of 37 focus groups. He sought
respondents who had not completed college but
who were diverse in terms of age, ethnicity, reli-
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gion, interest in politics, and type of occupation.
He recruited people from 35 neighborhoods in
the Boston area by going to festivals, picnics,
fairs, and flea markets and posting notices on
many public bulletin boards. In addition to ex-
plaining the study, he paid the respondents well
so as to attract people who would not tradition-
ally participate in a study.

Snowball Sampling

Snowball sampling (also called network, chain re-

ferral, or rePutational sampling) is a method for
identifring and sampling (or selecting) the cases
in a network. It is based on an analogy to a snow-
ball, which begins small but becomes larger as it
is rolled on wet snow and picks up additional
snow. Snowball sampling is a multistage tech-
nique. It begins with one or a few people or cases
and spreads out on the basis of links to the initial
cases.

One use of snowball sampling is to sample a
network. Social researchers are often interested
in an interconnected network ofpeople or orga-
nizations. The network could be scientists
around the world investigating the same prob-
lem, the elites of a medium-sized city, the mem-
bers of an organized crime family, persons who
sit on the boards of directors of major banla and
corporations, or people on a college campus
who have had sexual relations with each other.
The crucial feature is that each person or unit is
connected with another through a direct or indi-
rect linkage. This does not mean that each
person directlyknows, interacts with, or is influ-
enced by every other person in the network.
Rather, it means that, taken as a whole, with
direct and indirect links, they are within an in-
terconnected web of linkages.

Researchers represent such a network by
drawing a sociogram-a diagram of circles con-
nected with lines. For example, Sally and Tim do
not know each other directly, but each has a
good friend, Susan, so theyhave an indirect con-
nection. AIl three are part of the same friendship
network. The circles represent each person or

case, and the lines represent friendship or other
linkages (see Figure 6.2).

Researchers also use snowball sampling in
combination with purposive sampling as in the
case of Kissane (2003) in a descriptive field re-
search study of low-income women in Philadel-
phia. The U.S. policy to provide aid and services
to low-income people changed in 1996 to in-
crease assistance (e.g., food pantries, domestic
violence shelters, drug rehabilitation services,
clothing distribution centers) delivered by non-
public as opposed to governmentipublic agen-
cies. As frequently occurs, the policy change was
made without a study of its consequences in
advance. No one knew whether the af[ected low-
income people would use the assistance pro-
vided by nonpublic agencies as much as that
provided by public agencies. One year after the
new policy, Kissane studied whether low-in-
come women were equally likely to use nonpub-
lic aid. She focused on the Kensington area of
Philadelphia. It had a high (over 30 percent)

FIGURE 6.2 Sociogram of Friendship
Relations
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poverty rate and was a predominately White (85
percent) section ofthe city. First, she identified
nonpublic service providers by using telephone
books, the Internet, referral literature, and walk-
ing down errery street of the area until she iden-
tified 50 nonpublic social service providers. She
observed that a previous study found low-in-
come women in the area distrusted outsiders
and intellectuals. Her snowball sample began
asking seryice providers for the names of a few
low-income women in the area. She then asked
those women to refer her to others in a similar
situation, and asked those respondents to refer
her to still others. She identified 20low-income
women aged 2l to 50, most who had received
public assistance. She conducted in-depth,
open-ended interviews about their awareness
and experience with nonpublic agencies. She
learned that the women were less likely to get
nonpublic than public assistance. Compared to
public agencies, the women were less aware of
nonpublic agencies. Nonpublic agencies created
more social stigma, generated greater adminis-
trative hassles, were in worse locations, and in-
volved more scheduling difficulties because of
limited hours.

Deviant Case Sampling

A researcher tlses deyiant case sampling (also
called extreme case sampling) when he or she
seeks cases that differ from the dominant pattem
or that differ from the predominant characteris-
tics of other cases. Similar to purposive sampling,
a researcher uses a variety oftechniques to locate
cases with specific characteristics. Deyiant case
sampling differs from purposive sampling in that
the goal is to locate a collection of unusual, dif-
ferent, or peculi4r cases that are not representa-
tive of the whole. The deviant cases are selected
because they are unusual, and a researcher hopes
to learn more about the social life by considering
cases that fall outside the general pattern or in-
cluding what is beyond the main flow of events.

For example, a researcher is interested in
studying high school dropouts. Let us say that

previous research suggested that a majority of
dropouts come from families that have low in-
come, are single parent or unstable, have been
geographically mobile, and are racial minorities.
The family environment is one in which parents
andlor siblings have low education or are them-
selves dropouts. In addition, dropouts are often
engaged in illegal behavior and have a criminal
record prior to dropping out. A researcher using
deviant case sampling would seek majority-
group dropouts who have no record ofillegaTac-
tivities and who are from stable two-parent,
upper-middle-income families who are geo-
graphically stable and well educated.

Sequential Sampling

Sequential samplingis similar to purposive sam-
pling with one difference. In purposive sam-
pling, the researcher tries to find as many
relevant cases as possible, until time, financial
resources, or his or her energy is exhausted. The
goal is to get every possible case. In sequential
sampling, a researcher continues to gather cases
until the amount of new information or diver-
sity of cases is filled. In economic terms, infor-
mation is gathered until the marginal utiliry or
incremental benefit for additional cases, levels
off or drops significantly. It requires that a re-
searcher continuously evaluate all the collected
cases. For example, a researcher locates and
plans in-depth interviews with 60 widows over
70 yearc old who have been living without a
spouse for 10 or more years. Depending on the
researcher's purposes, getting an additional 20
widows whose life experiences, social back-
grounds, and worldviews differ little from the
first 60 maybe unnecessary.

PROBABILITY SAMPLING

A specialized vocabulary or jargon has devel-
oped around terms used in probability sam-
pling. Before examining probability sampling, it
is important to review its language.
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Populations, Elements, and
Sampling Frames

A researcher draws a sample from a larger pool
of cases, or elements. A sampling element is the
unit of analysis or case in a population. It can be
a person, a group, an organization, a written
document or symbolic message, or even a social
action (e.g., an arrest, a divorce, or a kiss) that
is being measured. The large pool is the
population, which has an important role in sam-
pling. Sometimes, the term universe is used in-
terchangeably with population. To define the
population, a researcher specifies the unit being
sampled, the geographical location, and the tem-
poral boundaries of populations. Consider the
examples of populations in Box 6.1' All the
examples include the elements to be sampled
(e.g., people, businesses, hospital admissions,

1. All persons aged 1 5 orolder l iving in Singapore
on December 2, 1 999 , who were not incarcer-
ated in prison, asylums, and similar institutions

2. All business establishments employing more
than 1 00 persons in Ontario Province, Canada,
that operated in the month of July 2005

3. All admissions to public or private hospitals in

the state of New Jersey between August 1,

1 988, and July 31 ,1993

4. All television commercials aired between 7:00
e.v. and I l:00 p.rr,r. Eastern Standard Time on
three major U.S. networks between November.l
and November25,2006

5. All currently practicing physicians in Australia
who received medical degrees between January
'l 

, 1 950, and the present

6. All African American male heroin addicts in the
Vancouver, British Columbia, or Seattle, Wash-
ington, metropolitan areas during 2003

commercials, etc.) and geographical and time
boundaries.

A researcher begins with an idea of the pop-
ulation (e.g., all people in a city) but defines it
more precisely. The term target population refers
to the specific pool of cases that he or she wants
to study. The ratio of the size of the sample to the
size of the target populationisthe samplingratio.
For example, the population has 50,000 people,
and a researcher draws a sample of 150 from it.
Thus, the sampling ratio is 150/50'000 = 0.003,
or 0.3 percent. If the population is 500 and the
researcher samples 100, then the sampling ratio
is 100/500 = 0.20, or 20 percent.

A population is an abstract concept' How
can population be an abstract concept' when
there are a given number of people at a certain
time? Except for specific small populations, one
can never truly freeze a population to measure it.
For example, in a city at any given moment,
some people are dying, some are boarding or
getting off airplanes, and some are in cars dri-
ving across cityboundaries. The researcher must
decide exactly who to count. Should he or she
count a city resident who happens to be on vaca-
tion when the time is fixed? What about the
tourist staying at a hotel in the city when the
time is fixed? Shouldhe or she count adults, chil-
dren, people in jails, those in hospitals? A popu-
lation, even the population of all people over the
age of 18 in the city limits of Milwaukee, Wis-
consin, at l2:01A.M. on March 1,2006, is an ab-
stract concept. It exists in the mind but is
impossible to pinpoint concretely'

Because a population is an abstract concept'
except for small specialized populations (e.g., all
the students in a classroom), a researcher needs
to estimate the population. As an abstract con-
cept, the population needs an operational defin-
ition. This process is similar to developing
operational definitions for constructs that are
measured.

A researcher operationalizes a population
by developing a specific list that closely approxi-
mates all the elements in the population' This list
is a sampling frame. He or she can choose from
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manyt)?es of sampling frames: telephone direc-
tories, tax records, driver's license records, and
so on. Listing the elements in a population
sounds simple. It is often difficult because there
may be no good list of elements in a population.

A good sampling frame is crucial to good
sampling. A mismatch between the sampling
frame and the conceptually defined population
can be a major source of error. Just as a mis-
match between the theoretical and operational
definitions of a variable creates invalid measure-
ment, so a mismatch between the sampling
frame and the population causes invalid sam-
pling. Researchers try to minimize mismatches.
For example, you would like to sample all people
in a region of the United States, so you decide to
get a list of everyone with a driver's license. But
some people do not have driver's licenses, and
the lists of those with licenses, even if updated
regularly, quickly go out of date. Next, you try
income tax records. But not everyone pays taxes;
some people cheat and do not pay, others have
no income and do not have to file, some have
died or have not begun to pay taxes, and still
others have entered or left the area since the last
time taxes were due. You try telephone directo-
ries, but they are not much better; some people
are not listed in a telephone directory some peo-
ple have unlisted numbers, and others have re-
cently moved. With a few exceptions (e.g., a list
of all students enrolled at a university), sampling
frames are almost always inaccurate. A sampling

frame can include some of those outside the tar-
get population (e.g., a telephone directory that
lists people who have moved away) or might
omit some of those inside it (e.g., those without
telephones).

Any characteristic of a population (e.g., the
percentage of city residents who smoke ciga-
rettes, the average height of all women over the
age of 21, the percent of people who believe in
UFOs) is a population parameter. It is the true
characteristic of the population. Parameters are
determined when all elements in a population
are measured. The parameter is never known
with absolute accuracy for large populations
(e.g., an entire nation), so researchers must esti-
mate it on the basis of samples. They use infor-
mation from the sample, called a statistic, to
estimate population parameters (see Figure 6.3).

A famous case in the history of sampling il-
lustrates the limitations of the technique. The
Literary Digest, a major U.S. magazine, sent
postcards to people before the I 920, 1924, 1928,
and1932 U.S. presidential elections. The maga-
zine took the names for the sample from auto-
mobile registrations and telephone directories-
the sampling frame. People returned the post-
cards indicating whom they would vote for. The
magazine correctly predicted all four election
outcomes. The magazine's success with predic-
tions was well known, and in 1936, it increased
the sample to 10 million. The magazine pre-
dicted a huge victory for Alf Landon over

FIGURE 5.3

WhatYou
Would Like to
Talk About

A Modelof the Logic of Sampling

Population

WhatYou Actually
Observe in the Data

Sample
Sampling Process
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Franklin D. Roosevelt. But the Literary Digest
was wrong; Franklin D. Roosevelt won by a
Iandslide.

The prediction was wrong for several rea-
sons, but the most important were mistakes in
sampling. Although the magazine sampled a
large number of people, its sampling frame did
not accurately represent the target population
(i.e., all voters). It excluded people without tele-
phones or automobiles, a sizable percentage of
the population in 1936, during the worst of the
Great Depression of the 1930s. The frame ex-
cluded as much as 65 percent of the population
and a segment of the voting population (lower
income) that tended to favor Roosevelt. The
magazine had been accurate in earlier elections
because people with higher and lower incomes
did not differ in how they voted. Also, during
earlier elections, before the Depression, more
lower-income people could afford to have tele-
phones and automobiles.

You can learn two important lessons from
the Literary Digest mistake. First, the sampling
frame is crucial. Second, the size of a sample is
less important than whether or not it accurately
represents the population. A representative sam-
ple of 2,500 can give more accurate predications
about the U.S. population than a nonrepresenta-
tive sample of i million or 10 million.

Why Random?

The area of applied mathematics called proba-
bility theory relies on random processes. The
word random has a special meaning in mathe-
matics. It refers to a process that generates a
mathematically random result; that is, the selec-
tion process operates in a truly random method
(i.e., no pattern), and a researcher can calculate
the probability of outcomes. In a true random
process, each element has an equal probability
ofbeing selected.

Probability samples that rely on random
processes require more work than nonrandom
ones. A researcher must identifr specific sam-
pling elements (e.g., person) to include in the

sample. For example, if conducting a telephone
survey, the researcher needs to try to reach the
specific sampled person, by calling back four or
five times, to get an accurate random sample.

Random samples are most likely to yield a
sample that truly represents the population. In
addition, random sampling lets a researcher sta-
tistically calculate the relationship between the
sample and the population-that is, the size of
the sampling error. Anonstatistical definition of
the sampling error is the deviation between sam-
ple results and a population parameter due to
random processes. i

Random sampling is based on a great deal of
sophisticated mathematics. This chapter focuses
on the fundamentals of how sampling w.orks, the
difference between good and bad samples, how
to draw a sample, and basic principles of sam-
pling in social research. This do.t ttot meanthat
random sampling is unimportant. It is essenti4l
to first master the fundamentals. If you plan to
pursue a career using quantitative research, you
should get more statistical background than
space permits here.

Types of Probability Samples

Simple Ranilom. The simple random sample is
both the easiest random sample to understand
and the one on which other types are modeled.
In simple random sampling, a researcher devel-
ops an accurate sampling frame, selects elements
from the sampling frame according to a mathe-
matically random procedure, then locates the
exact element that was selected for inclusion in
the sample.

After numbering all elements in a sampling
frame. a researcher uses a list of random num-
bers to decide which elements to select. He or
she needs as many random numbers as there are
elements to be sampled; for example, for a sam-
ple of 100, 100 random numbers are needed.
The researcher can get random numbers from a
random-number table, a table of numbers chosen
in a mathematically random way. Random-
number tables are available in most statistics and
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research methods books. The numbers are gen-
erated by a pure random process so that any
number has an equal probability of appearing in
any position. Computer programs can also pro-
duce lists of random numbers.

You may ask, Once I select an element from
the sampling frame, do I then return it to the
sampling frame or do I keep it separate? The
common answer is that it is not returned. Unre-
stricted random sampling is random sampling
with replacement-that is, replacing an element
after sampling it so it can be selected again. In
simple random sampling without replacement,
the researcher ignores elements already selected
into the sample.

The logic of simple random sampling can be
illustrated with an elementary example-sam-
pling marbles from a jar.Ihave a large jar full of
5,000 marbles, some red and some white. The
5,000 marbles are my population, and the para-
meter I want to estimate is the percentage of red
marbles in it. I randomly select 100 marbles (I
close my eyes, shake the jar, pick one marble,
and repeat the procedure 99 times). I now have
a random sample of marbles. I count the num-
ber of red marbles in my sample to estimate the
percentage of red versus white marbles in the
population. This is a lot easier than counting all
5,000 marbles. My sample has 52 white and 4g
red marbles.

Does this mean that the population para-
meter is 48 percent red marbles? Muybe not. Be-
cause of random chance, my specific sample
might be off I can check my results by dumping
the 100 marbles back in the jar, mixing the mar-
bles, and drawing a second random sample of
100 marbles. On the second try my sample has
49 white marbles and 5l red ones. Now I have a
problem. Which is correct? How good is this
random sampling business if different samples
from the same population can yield different re-
sults? I repeat the procedure over and over until
I have drawn 130 different samples of 100 mar-
bles each (see Box 6.2 for results). Most people
might empty the jar and count all 5,000, but I
want to see what is going on. The results of my

130 different samples reveal a clear pattern. The
most common mix of red and white marbles is
50/50. Samples that are close to that split are
more frequent than those with more uneyen
splits. The population parameter appears to be
50 percent white and 50 percent red marbles.

Mathematical proofs and empirical tests
demonstrate that the pattern found in Box 6.2
always appears. The set of many random sam-
ples is my sampling distibution.It is a distribu-
tion of different samples that shows the
frequency of different sample outcomes from
many separate random samples. The pattern will
appear if the sample size is 1,000 instead of 100;
if there are l0 colors of marbles instead of 2; if
the population has 100 marbles or 10 million
marbles instead of 5,000; and if the population is
people, automobiles, or colleges instead of mar_
bles. In fact, the pattern will become clearer as
more and more independent random samples
are drawn from the population.

The pattern in the sampling distribution
suggests that over many separate samples, the
true population parameter (i.e., the 50/50 split in
the preceding example) is more common than
any other result. Some samples deviate from tne
population parameter, but they are less com-
mon. When manydifferent random samples are
plotted as in the graph in Box6.2,then the sam-
pling distribution looks like a normal or bell-
shaped curve. Such a curve is theoretically
important and is used throughout statistics.

The central limit theorem from mathematics
tells us that as the number of difflerent random
samples in a sampling distribution increases to-
ward infinity, the pattern of samples and the
population parameter become more predictable.
With a huge number of random samples, the
sampling distribution forms a normal curve, and
the midpoint of the curve approaches the popu-
lation parameter as the number of samples
increases.

Perhaps you want only one sample because
you do not have the time or energy to draw
many different samples. You are not alone. A
researcher rarely draws many samples. He or she
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Number of Samples

Number of red and white marbles that were

randomly drawn from a jar of 5,000 marbles

with 1 00 drawn each time, repeated 1 30

times for'l 30 independent random samples.

1
1
2
4
8

12
21
31
20
IJ

9
5
2
.l

'I 30

42 58
43 57
45 55
46 54
47 53
48 52
49 5l
50 50
51 49
52 48
53 47
54 46
55 45
57 43

Total

Number of Samples

31
30
29
28
27
26
25
24
23
22
21
20
19
l8
17
16
'I 5
14
l3
12
1l
10

9
I

6
5
4
3
2
1

42 43 44 4s 46 47 48 49 50 5.1 52 s3 54 5s 56 57

Number of Red Marbles in a SamPle
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usually draws only one random sample, but the
central limit theorem lets him or her generaltze
from one sample to the population. The theorem
is about many samples, but lets the researcher
calculate the probability of a particular sample
being offfrom the population parameter.

Random sampling does not guarantee that
every random sample perfectly represents the
population. Instead, it means that most random
samples will be close to the population most of
the time, and that one can calculate the proba-
bility of a particular sample being inaccurate. A
researcher estimates the chance that a particular
sample is offor unrepresentative (i.e., ihe size of
the sampling error) by using information from
the sample to estimate the sampling distribu-
tion. He or she combines this information with
knowledge of the central limit theorem to con-
str uct c o nfi d en c e int e ry al s.

The confidence interval is a relatively simple
but powerfrrl idea. When television or newspa-
per polls are reported, you may hear about

' something called the margin of error being plus
or minus 2 percentage points. This is a version of
eonfidence intervals. A confidence interval is a
range arognd a specific point used to estimate a
population parameter. A range is used because
the statistics ofrandom processes do not let a re-
searcher predict an exact point, but they let the
researcher say with a high level of confidence
(e.g., 95 percent) that the true population para-

1 meter lies within a certain range.
The calculations for sampling errors or con-

fidence intervals are beyond the level of this dis-
cussion, but they are based on the idea of the
sampling distribution that lets a researcher cal-
culate the sampling error and confidence inter-
val. For example, I cannot say, "There are
precisely 2,500 red marbles in the jar based on a
random sample." However, I can say, "I am 95
percent certain that the population parameter
lies between 2,450 and 2,550." I can combine
characteristics of the sample (e.g., its size, the
variation in it) with the central limit theorem to
predict specific ranges around the parameter
with a great deal of confidence.

Systematic Sampling. Systematic sampling is
simple random sampling with a shortcut for
random selection. Again, the first step is to num-
ber each element in the sampling frame. Instead
of using a list of random numbers, a researcher
calculates a sampling interyal, and the interval
becomes his or her quasi-random selection
method. The sampling interval (i.e., 1 in k,
where k is some number) tells the researcher
how to select elements from a sampling frame
by skipping elements in the frame before select-
ing one for the sample.

For instance, I want to sample 300 names
from 900. After a random starting point, I select
everythird name ofthe 900 to get a sample of 300.
My sampling interval is 3. Sampling intervals are
easy to compute. I need the sample size and the
population size (or sampling frame size as a best
estimate). You can think of the sampling interval
as the inverse of the sampling ratio. The sampling
ratio for 300 niunes out of 900 is 300/900 = .333 =
33.3 percent. The sampling interval is 900 1300 = 3.

In most cases, a simple random sample and
a systematic sample yield virtually equivalent re-
sults. One important situation in which system-
atic sampling cannot be substituted for simple
random sampling occurs when the elements in a
sample are organized in some kind of cycle or
pattern. For example, a researcher's sampling
frame is organized by married couples with the
male first and the female second (see Table 6.2).
Such a pattern gives the researcher an unrepre-
sentative sample if systematic sampling is used.
His or her systematic sample can be nonrepre-
sentative and include only wives because of how
the cases are organized. When his or her sample
frame is organized as couples, even-numbered
sampling intervals result in samples with all hus-
bands or all wives.

Table 6.3 illustrates simple random sam-
pling and systematic sampling. Notice that dif-
ferent names were drawn in each sample. For
example, H. Adams appears in both samples, but
C. Droullard is only in the simple random sam-
ple. This is because it is rare for any two random
samples to be identical.
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TA B L E 5.2 Problems with Systematic
Sampling of Cyclical Data

The sampling frame contains 20 males and
20 females (gender is in parenthesis after each
name). The simple random sample yielded 3
males and 7 females, and the systematic sample
yielded 5 males and 5 females. Does this mean
that systematic sampling is more accurate? No.
To check this, draw a new sample using different
random numbers; try taking the first two digits
and beginning at the end (e.g., 11 from lL92I,
then 43 from 43232). Also draw a new system-
atic sample with a different random start. The
last time the random start was 18. Try a random
start of 11. What did you find? How many of !
each sex?

Stratifieil Sampling. In straffied sampling, a
researcher first divides the population into sub-
populations (strata) on the basis of supplemen-
tary information. After dividing the population
into strata, the researcher draws a random sam-
ple from each subpopulation. He or she can
sample randomlywithin strata using simple ran-

.l

2a
?

4

5

6a

7

6

9
l0a

1t
12

Husband

Wife

Husband

Wife

Husband

Wife

Husband

Wife

Husband

Wife

Husband

Wife

Random start = 2; Sampling interval = 4.
aSelected into samole.

TABTE 6.3 How to Draw Simple Random and Systematic Samples

t . Number each case in the sampling frame in
sequence. The list of 40 names is in
alphabetical order, numbered from 1 to 40.

Decide on a sample size. We will draw two 25
percent (1 0-name) samples.

For a simple random sample, locate a random-
number table (see excerpt). Before using
random-number table, count the largest
number of digits needed for the sample (e.g.,
with 40 names, two digits are needed; for 100
to 999, three digits; for 1 ,000 to 9,999,four
digits). Begin anywhere on the random number
table (we will begin in the upper left) and take a
set of digits (we will take the last two). Mark the
number on the sampling frame that corresponds
to the chosen random number to indicate that
the case is in the sample. lf the number is too
large (over 40), ignore it. l f the number appears
more than once (1 0 and 2l occurred twice in

the example), ignore the second occurrence.
Continue unti l the number ofcases in the
sample (.1 0 in our example) is reached.

4. For a systematic sample, begin with a random
start. The easiest way to do this is to point
blindly at the random number table, then take
the closest number that appears on the
sampling frame. In the example, I 8 was chosen.
Start with the random number, then count the
sampling interval, or 4 in our example, to come
to the first number. Mark it, and then count the
sampling interval for the next number. Continue
to the end ofthe l ist. Continue counting the
sampling interval as if the beginning of the l ist
was attached to the end ofthe l ist (l ike a
circle). Keep counting unti l ending close to the
start, or on the start if the sampling interval
divides evenly into the total of the sampling
frame.

3.
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Yes
Yes

Yes
Yes
Yes

Yes

Yes

01 Abrams,J.  (M)
02 Adams, H. (F)
03 Anderson, H. (M)
04 Arminond, L. (M)
05 Boorstein, A. (M)
05 Brei tsprecher,P.(M)
07 Brown, D. (F)
08 Cattelino, J. (F)
09 Cidoni, S. (M)
1 0 Davis, L. (F)
I 1 Droullard, C. (M)
12 Durette, R. (F)
13 Elsnau, K. (F)
14 Falconer,  T.  (M)
'l 5 Fuerstenberg, J. (M)
1 5 Fulton, P. (F)
17 Cnewuch, S. (F)
18 Green, C. (M)

19 Coodwanda, T. (F)
20 Harris, B. (M)

Yes (6)

Yes Yes (Z)

Yes (8)

Yes (9)

5TART,
Yes (1 0)

001 02
21 529
94119
12947
1 6597
46178
88094

21 Hjelmhaug, N. (M)
22 Huang,J.  (F)
23 lvono, V. (F)
24 Jaquees, J. (M)
25 Johnson, A. (F)
26 Kennedy, M. (F)
27 Koschoreck, L. (F)
28 Koykkar, J. (M)
29 Kozlowski, C. (F)
30 Laurent, J. (M)
31 Lee, R. (F)
s2 Lins, C. (M)
33 McKinnon, K. (F)
34 Min,  H. (F)
35 Moini ,  A.  (F)
36 Navarre, H. (M)
37 O'Sul l ivan, C. (M)
38 oh,J.  (M)
39 Olson, J.  (M)
40 Ortiz y Carcia, L. (F)

Yes (1 )

Yes (2)

Yes (3)

Yes Yes (4)

Yes (5)

22099
60457
27779
36457
51949
43232
11921

Excerpt from a Random-Number Table (for Simple Random Sample)

1 50lo
90122
672s6
13761
81994
791 80
07984

1 8590
3822I
1 3882
23390
66611
25992
471 69

4227A
00Ott
11077
21280
44457
23992
827 52

94174
04734
01 051
44506
0762a
62r 08
153 r8

'Numbers that  appeared twice in random numbers selectec.

dom or systematic sampling. In stratified sam-
pling, the researcher controls the relative size of
each stratum, rather than letting random
processes control it. This guarantees representa-
tiveness or fixes the proportion of different
strata within a sample. Of course, the necessary

supplemental information about strata is not a,-
ways available.

In general, stratified sampling produces
samples that are more representative of the pop-
ulation than simple random sampling if the stra-
tum information is accurate. A simple example
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illustrates why this is so. Imagine a population
that is 51 percent female and 49 percent male;
the population parameter is a sex ratio of 51 to
49. With stratified sampling, a researcher draws
random samples among females and among
males so that the sample contains a 51 to 49 per-
cent sex ratio. If the researcher had used simple
random sampling, it would be possible for a ran-
dom sample to be offfrom the true sex ratio in
the population. Thus, he or she makes fewer er-
rors representing the population and has a
smaller sampling error with stratified sampling.

Researchers use stratified sampling when a
stratum of interest is a small percentage of a
population and random processes could miss
the stratum by chance. For example, a researcher
draws a sample of 200 fiom 20,000 college stu-
dents. He or she gets information from the col-
lege registrar indicating that 2 percent of the
20,000 students, or 400, are divorced women
with children under the age of 5. This group is
important to include in the sample. There would
be 4 such students (2 percent of200) in a repre-
sentative sample, but the researcher could miss
them by chance in one simple random sample.
With stratified sampling, he or she obtains a list
of the 400 such students from the registrar and
randomly selects 4 from it. This guarantees that
the sample represents the population with re-
gard to the important strata (see Box 6.3).

In special situations, a researcher may want
the proportion of a stratum in a sample to differ
from its true proportion in the population. For
example, the population contains 0.5 percent
Aleuts, but the researcher wants to examine
Aleuts in particular. He or she oversamples so
that Aleuts make up 10 percent of the sample.
With this type of disproportionate stratified
sample, the researcher cannot generalize directly
from the sample to the population without spe-
cial adjustments.

In some situations, a researcher wants the
proportion of a stratum or subgroup to differ
from its true proportion in the population. For
example, Davis and Smith (1992) reported that
the 1987 General Social Survey (explained in a

later chapter) oversampled African Americans.
A random sample of the U.S. population yielded
191 Blacks. Davis and Smith conducted a sepa-
rate sample of African Americans to increase the
total number of Blacks to 544' The 191 Black re-
spondents are about 13 percent ofthe random
sample, roughly equal to the percentage of
Blacks in the U.S. population. The 544 Blacks are
30 percent of the disproportionate sample. The
researcher who wants to use the entire sample
must adjust it to reduce the number of sampled
African Americans before generalizing to the
U.S. population. Disproportionate sampling
helps the researcher who wants to focus on is-
sues most relevant to a subpopulation. In this
case, he or she can more accurately genetalizeto
African Americans using the 544 respondents
than using a sample of only 191. The larger sam-
ple is more likely to reflect the full diversity of
the African American subpopulation.

Cluster Sampling, Cluster sampling addresses
two problems: Researchers lack a good sampling
frame for a dispersed population and the cost to
reach a sampled element is very high. For exam-
ple, there is no single list of all automobile me-
chanics in North America. Even if a researcher
got an accurate sampling frame, it would cost
too much to reach the sampled mechanics who
are geographically spread out. Instead ofusing a
single sampling frame, researchers use a sdm.
pling design that involves multiple stages and
clusters.

A cluster is a unit that contains final sam-
pling elements but can be treated temporarily as
a sampling element itself. A researcher first sam-
ples clusters, each of which contains elements,
then draws a second sample from within the
clusters selected in the first stage of sampling' In
other words, the researcher randomly samples
clusters, then randomly samples elements from
within the selected clusters. This has a big prac-
tical advantage. He or she can create a good sam-
pling frame of clusters, even if it is impossible to
create one for sampling elements. Once the re-
searcher gets a sample of clusters, creating a
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SAMPLE OF l OO STAFF OF GENEML HOSPITAL, STRATIFIED BY POSITION

Administrators

Staff physicians

Intern physicians

Registered nurses

Nurse assistants

Medical technicians

Orderlies

Clerks

Maintenance staff

Cleaning staff

Total 520 100.00

t5

25

25
.t00

'r00

75

50

75

30

25

2.88

4.81

4.81

19.23

19.23

14.42

9.62

14.42

s.77

4.81

I

2

6

22

21

9

3

5

5

19

19

-3

-2

8

5

3

3

-2
-3

+l
+3
+2
+5
-2

+l

14

l0

14

6

5

100 100

Randomly select 3 of 
.l 

5 administrators, 5 of 25 staffphysicians, and so on.
Note: Traditionally, N symbolizes the number in the population and n represents the number in the sample.
The simple random sample overrepresents nurses, nursing assistants, and medical technicians, but underrepresents
administrators, staff physicians, maintenance staff, and cleaning staff. The stratified sample gives an accurate representation
of each type of position.

sampling frame for elements within each cluster
becomes more manageable. A second advantage
for geographically dispersed populations is that
elements within each cluster are physically closer
to one another. This may produce a savings in
locating or reaching each element.

A researcher draws several samples in stages
in cluster sampling. In a three-stage sample, stage
1 is random sampling of big clusters; stage 2 is
random sampling of small clusters within each
selected big cluster; and the last stage is sampling
of elements from within the sampled small clus-
ters. For example, a researcher wants a sample of

individuals from Mapleville. First, he or she ran-
domly samples city blocks, then households
within blocks, then individuals within house-
holds (see Box 6.4). Although there is no accurate
list of all residents ofMapleville, there is an accu-
rate list of blocks in the city. After selecting a ran-
dom sample of blocks, the researcher counts all
households on the selected blocks to create a
sample frame for each block. He or she then uses
the list of households to draw a random sample
at the stage of sampling households. Finally, the
researcher chooses a specific individual within
each sampled household.
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Coal: Draw a random sample of 24O people in Mapleville.

Step 1: Mapleville has 55 districts. Randomly select 6 districts.

1 23. 4 5 67 89 10 1' l  1213 14 15'  16 17 18 19 2021 2223 242526
27. 28 29 30 31. 32 33 34 35 36 37 38 39 40. 41 42 43 44 45 46 47 48 l
49 50 5.f  52 53 54. 55
. = Randomly selected.

Step 2: Divide the selected districts into blocks. Each district contains 20 blocks. Randomly select 4 blocks

from the district.
Example of Distict 3 (selected in step 1):

1 23 4.  5 67 89'10. 1 1 1213. 14 15 1 617. 18 1920

- = Randomly selected.

Step 3: Divide blocks into households. Randomly select households.
Example of Block 4 of District 3 (selected in step 2):

Block 4 contains a mix of single-family homes, duplexes, and four-unit apartment buildings. lt is bounded-by

Oak Street, River Road, South Avenue, and Greenview Drive. There are 45 households on the block. Rartdom\

select I 0 households from the 45.

1
2
J

4
5
6
7
8
9'

10'
' t1

12
13
14
15

#.1 Oak Street
#3 Oak Street
#5 Oak Street

#7 Oak Street

#l 50 River Road

#l 52 River Road

" = Randomly selected.

Step 4: Select a respondent within each household.
Summary of cluster sampling

1 person randomly selected per household
10 households randomly selected per block
4 blocks randomly selected per district
6 districts randomly selected in the city
I  X 10 x4 6= 240peopleinsample

16 31.
17. #154 River Road 32.
' l  8 #156 River Road 33
19- #1 58 River Road 34 #156 Creenview Drive

20. " 35.
21 #l 3 South Avenue 36
22"37"
23 #.1 1 South Avenue 38
24 #9 South Avenue 39 #]58 Creenview Drive
25 #7 SouthAvenue 40
26 #5 South Avenue 41
27 #3 South Avenue 42
28 #1 South Avenue 43 #1 60 Creenview Drive

29."44"
30 #1 52 Creenview Drive 45
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, Cluster sampling is usually less expensive
than simple random sampling, but it is less ac-
curate. Each stage in cluster sampling introduces
sampling errors. This means a multistage cluster
sample has more sampling errors than a one-
stage random sample.

A researcher who uses cluster sampling
must decide the number of clusters and the
number of elements within each cluster. For ex-
aTplg, in a two-stage cluster sample of 240 peo-
ple from Mapleville, the researcher could
randomly select 120 clusters and select 2 ele-
ments from each, or randomly select 2 clusters
and select 120 elements in each. Which is best?
The general answer is that a design with more
clusters is better. This is because elements within
clusters (e.g., people living on the same block)
tend to be similar to each other (e.g., people on
the same block tend to be more alike than those
on different blocks). If few clusters are chosen.
many similar elements could be selected, which
would be less representative of the total popula-
tion. For example, the researcher could select
two blocks with relatively wealthy people and
drirw 120 people from each. This would be less
representative than a sample with i20 difFerent
cityblocks and 2 individuals chosen from each.

When a researcher samples from a large ge-
ographical area and must travel to each element,
cluster sampling significantly reduces travel
costs. As usual, there is a tradeoffbetween accu-
racy and cost.

For example, Alan, Ricardo, and Barbara
each plan to visit and personally interview a
sample of 1,500 students who represent the pop-
ulation of all college students in North Ameiica.
Alan obtains an accurate sampling frame of all
students and uses simple random sampling. He
travels to 1,000 different locations to interview
one or two students at each. Ricardo draws a
random sample of three colleges from a list of all
3,000 colleges, then visits the three and selects
500 students from each. Barbara draws a ran-
dom sample of 300 colleges. She visits the 300
and selects 5 students at each. Iftravel costs av-
erage $250 per location, Alan's travel bill is

$250,000, Ricardo's is $750, and Barbara,s is
$75,000. Alan's sample is highly accurate, but
Barbara's is only slightly less accurate for one_
third the cost. Ricardo's sample is the cheapest,
but it is not representative at all.

Probability Proportionate to Size (ppS). There
are two methods of cluster sampling. The
method just described is proportionate t, o.r_
weighted cluster sampling. It is proportionate
because the size of each cluster (br number of
elements at each stage) is the same. The more
common situation is for the cluster groups to
be of different sizes. When this is the case-. the
researcher must adjust the probability or sam_
pling ratio at various stages in sampling (see
Box 6.5).

- 
Th-" foregoing cluster sampling example

with Alan, Barbara, and Ricardo illustrates ihe
problem with unweighted cluster sampling. Bar_
bara drew a simple random sample Jf :Oo cot_
leges from a list of all 3,000 colleges, but she
made a mistake-unless every college has an
identical number of students. Her method gave
each college an equal chance ofbeing selected_
a 300/3,000 or 10 percent chance. But colleges
have different numbers of students, so each siu_
dent does not have an equal chance to end up in
her sample.

Barbara listed every college and sampled
from the list. A large university with 40,000 stu_
dents and a small college wirh 400 students had
an equal chance of being selected. But if she
chose the large university, the chance ofa given
student at that college being selected wal 5 in
40,000 (5i40,000 = 0.0125 percent), whereas a
student at the small college had a 5 in 400 (5/400
= 1.25 percent) chance of being selected. The
small-college student was 100 times more likely
to be in her sample. The total probability of be_
ing selected for a student from the large univer-
sitywas 0.125 percenr (10 X 0.0125), while it
was 12.5 percent (10 X 1.25) for the smali_
college student. Barbara violated a principle of
random sampling-that each element his an
equal chance to be selected into the sample.



Sampling has many terms for the different parts of

samples or types of samples. A complex sample i l lus-

trates how researchers use them. Look at the 1 980

sample for the best-known national U.S. survey in so-

ciology, the Ceneral Social Survey'
The population is defined as all resident adults

(1 8 years or older) in the U'S. for the universe of all

Americans. The target population consists of all Eng-

lish-speaking adults who live in households, excluding

those living in institutional settings such as college

dormitories, nursing homes, or military quarters. The

researchers estimated that 97.3 percent of all resi-

dent adults lived in households and that 9 Z percent

of the household population spoke sufficient English

to be interviewed.
The researchers used a complex multistage prob-

ability sample that is both a cluster sample and a

stratified sample. First, they created a national

samplingframeof all U.S. counties, independent cities'

and Standard Metropolitan Statistical Areas (SMSfu)'
a Census Bureau designation for larger cities and sur-

rounding areas. Each sampling element at this first

level had about 4,000 households' They divided

these elements into strata. The strata were the four

major geographic regions as defined by the Census

Bureau, divided into metropolitan and nonmetropol-
itan areas. They then sampled from each strata using

probability proportionate to size (PPS) random selec-

tion, based on the number of housing units in each

county or SMSA. This gave them a sample of 84

counties or SMSAs.
For the second stage, the researchers identified

city blocks, census tracts, or the rural equivalent in

each county or SMSA. Each sampling element (e.g',

city block) had a minimum of 50 housing units. In or-

der to get an accurate count of the number of hous-

ing units for some counties, a researcher counted

addresses in the field. The researchers selected 6 or

more blocks within each county or SMSA using PPS

to yield 552 blocks.
In the third stage, the researchers used the

household as a sampling element. They randomly se-

lected households from the addresses in the block.

After selecting an address, an interviewer contacted

the household and chose an eligible respondent from

it. The interviewer looked at a selection table for pos-

sible respondents and interviewed a type of respon-

dent (e.g., second oldest) based on the table. In

total, 'l ,934 people were contacted for interviews

and 7 5.9 percent of interviews were completed. This

gave a final sample size of 1,458. We can calculate

ihe sompting ratio by dividing 1,468 by the total

number of adults l iving in households, which was

about 150 mill ion, which is 0.01 percent. To check

the representativeness of their sample, the re-

searchers also compared characteristics of the sam-

ple to census results (see Davis and Smith, 1 992:

31 -44).

If Barbara uses probability proportionate to
size (PPS) and samples correctly, then each final
sampling element or student will have an equal
probability of being selected. She does this by
adjusting the chances of selecting a college in the
first stage of sampling. She must give large col-
leges with more students a greater chance of be-
ing selected and small colleges a smaller chance.
She adjusts the probability of selecting a college
on the basis of the proportion of all students in
the population who attend it. Thus, a college

with 40,000 students will be 100 times more
likely to be selected than one with 400 students.
(See Box 6.6 for another examPle.)

Ranilom-Digit Dialing, Random-digit dialing
(RDD) is a special sampling technique used in

research projects in which the general public is
interviewedbytelephone' It differs from the tra-
ditional method of sampling for telephone in-
terviews because a published telephone directory
is not the sampling frame.
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Vaquera and Kao (2005) studied displays of affec-
tion among adolescent couples in which the couple
were either from the same or different racial groups.
Their data were from a national longitudinal study of
adolescent health given to students in grades 7
through 12 in 80 randomly selected U.S. t igfl
schools. There were over 90,000 students in these
schools. After the'schools were sampled, approxi-
mately 200 students were sampled for interviews
from within those schools. Thus, the first cluster was
the school, and students were sampled from within
the school. Because the schools were not ofthe same
size, ranging from 1 O0 to 3,000 students, the au-
thors adjusted using probabilities proportionate to
size (PPS). They found that 53 percent of respon_
dents had a relationship with someone of the oppo-
site sex in the previous I 8 months. Whites and
Blacks were more likely to have same-race relation-
ships (90 percent) compared to Asians and Hispan-
ics (70 percent). The authors found that same- and
mixed-race couples differed little in showing intimate
affection, but the interracial couples were less likely
to do so in public than the same-race couples.

Three kinds.of people are missed when the
sampling frame is a telephone directory people
without telephones, people who have recently
moved, and people with unlisted numbers.
Those without phones (e.g., the poor, the uned-
ucated, and transients) are missed in any tele-
phone interview study, but the proportion of the
general public with a telephone is nearly 95 per-
cent in advanced industrialized nations. As the
percentage of the public with telephones has in-
creased, the percentage with unlisted numbers
has also grown. Several kinds ofpeople have un-
listed numbers: people who want to avoid co,-
lection agencies; the verywealthy; and those who
want privacy and want to avoid obscene calls.
salespeople, and prank calls. In some urban ar-
eas, the percentage of unlisted numbers is as

high as 50 percent. In addition, people change
their residences, so directories that are published
annually or less often have numbers for people
who have left and do not list those who have re_
cently moved into an area. plus, directories do
not list cell phone numbers. A researcher using
RDD randomly selects telephone numbers,
thereby avoiding the problems of telephone di_
rectories. The population is telephone numbers,
not people with telephones. Random-digit dial_
ing is not difficult, but it takes time and can frus_
trate the person doing the calling.

Here is how RDD works in the United
States. Telephone numbers have three parts: a
three-digit area code, a three-digit exihange
number or central ofEce code, and a four-digit
number. For example, the area code for Uadi_
son, Wisconsin, is 608, and there are many ex_
changes within the area code (e.g., 221,9g3:767,
455); but not all of the 999 possible three_digit
exchanges (from 001 to 999) are active. Likewise,
not all of the 9,999 possible four-digit numbers
in an exchange (from 0000 to 9999) are being
used. Some numbers are reserved for future ex-
pansion, are disconnected, or are temporarily
withdrawn after someone moves. Thus, a possi_
ble U.S. telephone number consists of an active
area code, an active exchange number, and a
four-digit number in an exchange.

In RDD, a researcher identifies active area
codes and exchanges, then randomly selects
four-digit numbers. A problem is thai rhe re-
searcher can select any number in an exchange.
This means that some selected numbers u." o.rt
of service, disconnected, pay phones, or num-
bers for businesses; only some numbers are what
the researcher wants-working residential
phone numbers. Until the researcher calls, it is
not possible to know whether the number is a
working residential number. This means spend-
ing a lot of time getting numbers that are dis_
connected, for businesses, and so forth.

Remember that the sampling element in
RDD is the phone number, not the person or the
household. Several families or individuals can
share the same phone number, and in other sit-
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uations each person may have a separate phone
number or more than one phone number. This
means that after a working residential phone is
reached, a second stage of sampling is necessary
within household sampling, to select the person
to be interviewed.

Box 6.5 presents an example of how the
many sampling terms and ideas can be used to-
gether in a specific real-life situation.

Hidden Populations

In contrast to sampling the general population
orvisible and accessible people, sampling hidden
populations (i.e., people who engage in con-
cealed activities) is a recurrent issue in the
studies of deviant or stigmatized behavior. It iI-
lustrates the creative application of sampling
principles, mixing qualitative and quantitative
sryles of research and often using nonprobability
techniques. Examples of hidden populations in-
clude illegal drug users, prostitutes, homosexu-
als, people with HIV/AIDS, homeless people,
and others.

Tyldum and Brunovskis (2005) described
ways to measure the hidden population of
women and children victims of sex trafficking in
Norway. They suggested using multiple sam-
pling approaches and thinking of in terms of
several overlapping populations in which vic-
tims are a subset. One population is all working
prostitutes. By telephoning all identifiable escort
and massage services, then calculating response
rates and the number of women per phone, the
authors estimated that 600 female prostitutes
worked in the Oslo metro area in October 2003.
Based on number of months most women work
in prostitution and their turnover rate each year,
they estimated that 1,100 different women work
as prostitutes in Oslo in a year. Of these, about
80 percent of them are of non-Norwegian ori-
gin. Victims of sex trafficking are a subset among
the roughly 800 non-Norwegians who work as
prostitutes who are being exploited by others
and working involuntary. A second population
is the women law-enforcement officials or non-

government service agencies identified as vic-
tims. Law-enforcement estimates depend on the
specific level of enforcement efforts and are most
likely to identifr a small percent of the most vis-
ible and serious cases. Similar difficulties exist
with nongovernment service agencies that pro-
vide aid to victims. Thus, during the first 10
months of 2004, Norwegian police detected 42
sex trafficking victims. This is subset of all possi-
ble trafficking victims. For this population
Tyldum and Brunovskis suggested using a cap-
ture-recapture method borrowed from biology.
In capture-recapture, a percentage of the same
cases will reappear across multiple attempts to
"capture" cases (with a release after past cap-
ture). This percentage recaptured allows re-
searchers to estimate the size of the total
population. A third population is that of mi-
grants who have returned to their countiypf ori-
gin. By surveying returnees and estimating the

iroportion oi th.m who are former traffickin!'
victims, researchers have another way to esti-
mate the size of the hidden population.

Draus and associates (2005) described their
sampling a hidden population in a field research
study of illicit drug users in four rural Ohio
counties. They used respondent-driven sam-
pling (RDS), which is a version of snowball sam-
pling and appropriate when members of a
hidden population are likely to maintain contact
with one another. This tlpe of sampling begins
by identifying an eligible case or participant.
This person, called a "seed," is given referral
coupons to distribute among other eligible peo-
ple who engage in the same activity. For each
successful referral, the "seed" receives some
money. This process is repeated with several
waves of new recuits until the a point of satura-
tion (see Sequential Sampling earlier in this
chapter). In the study by Draus and associates,
each interviewed drug-using participant was
paid $50 for an initial two-hour interview and
$35 for an hour-long follow-up interview. The
participants received three referral coupons at
the end of the initial interview and got $10 for
each eligible participant they referred who com-



CHAPTER 5 , /  QUALITATIVE AND QUANTITATIVE SAMPLING I61

pleted an initial interview. No participant re-
ceived more than three referral coupons. Some-
times this yielded no new participants, but at
other times more than the three people with re-
ferral coupons were recruited. In one case, a
young man heard about the study at a local tatoo
parlor and called the study office in luly 2003.
He (participant 157) had been a powder cocaine
user and in his interview said he knew many
other drug users. He referred two new partici-
pants (participants 161 and 146) who came in
about one month later. participant 161 did not
refer anyone ne% but participant 146 referred
four new people, and two of the four (154 and
148) referred still others. participant 154 re-
ferred four new people and 146 referred one new
person, and that one person, (participant 15g)
referred four others. This sampling process that
took place in different geographic locations pro-
duced 249 users of cocaine or methanmpheta-
mine between |une 2002 andFebruary 2004.

You are now familiar with several major
types of probability samples (see Table 6.4) and.
supplementarytechniques used with them (e.g.,
PPS, within-household, RDD, and RDS) that
may be.appropriate. In addition, you have seen
how,resehrchers combine nonprobability and
probability sampling for special situations, such
as hidden populations. Next, we turn to deter-
mining a sample size for probability samples.

How Large Should a Sample Be?

Students and new researchers often ask. ,.How
large does my sarnple have to be?" The best an-
swer is, "It depends." It depends on the kind of
data analysis the researcher plans, on how accu-
rate the sample has to be for the researcher's
pu{poses, and on population characteristics. As
you have seen, a lbrge sample size alone does not
guarantee a representative sample. A large sam_
ple without random sampling or with a poor
sampling frame is less representative than a
smaller one with random sampling and an ex-
cellent sampling frame. Good samples for quali-
tative purposes can be very small.

Samples

Simple Random Create a sampling frame for all
cases, then select cases using
a purely random process (e.g.,
random-number table or
computer program).

Create a sampling frame for
each ofseveral categories of
cases, draw a random sample
from each category, then
combine the several samples.

Create a sampling frame,
calculate the sampling interval
l,/k, choose a random starting
place, then take every l,/k
case.

Create a sampling frame for
larger cluster units, draw a
random sample of the cluster
units, create a sampling frame
for cases within each selected
cluster unit, then draw a
random sample ofcases, and
so forth.

Stratified

Systematic

Cluster

The question of sample size can be ad_
dressed in two ways. One is to make assump-
tions about the population and use statisticil
equations about random sampling processes.
The calculation of sample size by this method re_
quires a statistical discussion that is beyond the
level of this text. The researcher must make as-
sumptions about the degree of confidence (or
number of errors) that is acceptable and the de_
gree ofvariation in the population.

A second and more frequently used method
is a rule of thumb-a conventional or com-
monly accepted amount. Researchers use it be-
cause they rarely have the information required
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by the statistical method and because it gives
sample sizes close to those of the statistical
method. Rules of thumb are not arbitrary but
are based on past experience with samples that
have met the requirements of the statistical
method.

One principle of sample sizes is, the smaller
the population, the bigger the sampling ratio has
to be for an accurate sample (i.e., one with a high
probability ofyielding the same results as the en-
tire population). Larger populations permit
smaller sampling ratios for equally good sam-
ples. This is because as the population size
grows, the returns in accuracy for sample size
shrink.

For small populations (under 1,000), a re-
searcher needs a large sampling ratio (about 30
percent). For example, a sample size of about
300 is required for a high degree ofaccuracy. For
moderately large populations ( 10,000), a smaller
sampling ratio (about 10 percent) is needed to
be equally accurate, or a sample size of around
1,000. For large populations (over 150,000),
smaller sampling ratios (1 percent) are possible,
and samples ofabout 1,500 can be very accvtate.
To sample from very large populations (over 10
million), one can achieve accuracy using tiny
sampling ratios (0.025 percent) or samples of
about 2,500. The size ofthe population ceases to
be relevant once the sampling ratio is very small,
and samples of about 2,500 are as accurate for
populations of 200 million as for 10 million.
These are approximate sizes, and practical limi-
tations (e.g., cost) also play a role in a re-
searcher's decision.

A related principle is that for small samples,
small increases in sample size produce big gains
in accurary. Equal increases in sample size pro-
duce more of an increase in accurary for small
than for large samples.

A researcher's decision about the best sam-
ple size depends on three things: (1) the degree
of accuracy required, (2) the degree of variability
or diversity in the population, and (3) the num-
ber of different variables examined simultane-
ously in data analysis. Everything else being

equal, larger samples are needed if one wants
high accuracy, ifthe population has a great deal
of variability or heterogeneity, or if one wants to
examine many variables in the data analysis sl-
multaneously. Smaller samples are sufficient
when less acc:uracy is acceptable, when the pop-
ulation is homogeneous, or when only a few
variables are examined at a time.

The analysis of data on subgroups also af-
fects a researcher's decision about sample size. If
the researcher wants to analyze subgroups in the
population, he or she needs a larger sample. For
example, I want to analyze four variables for
males between the ages of 30 and 40 years old. If
this sample is of the general public, then only a
small proportion (e.g., 10 percent) of sample
cases will be males in that age grouP. A rule of
thumb is to have about 50 cases for each sub-
group to be analyzed. Thus, if I want to. artalyze
a group that is only 10 percent of the popula---
tion. then I should have 10 X 50 or 500 casestin
the sample to be sure I get enough for the sub-
group analysis.

Drawing Inferences

A researcher samples so he or she can draw in-
ferences from the sample to the population. ln
fact, a subfield of statistical data analysis that
concerns drawing accurate inferences is called
inferential statistics. The researcher directly ob-
serves variables using units in the sample. The
sample stands for or represents the population.
Researchers are not interested in samples in
themselves; they want to infer to the population.
Thus, a gap exists between what the researcher
concretely has (a sample) and what is of real in-
terest (a population) (see Figure 6.4).

In the last chapter, you saw how the logic of
measurement could be stated in terms of a gap
between abstract constructs and concrete indica-
tors. Measures of concrete, observable data arc
approximations for abstract constructs. Re-
searchers use the approximations to estimate
what is of real interest (i.e., constructs and causal
laws). Conceptualization and operationalization
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FIGURE 6.4
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bridge the gap in measurement just as the use of
sampling frames, the sampling process, and in-
ference bridge the gap in sampling.

Researchers put the logic of sampling and
the logic of measurement together by directly
obserr.ing measures of constructs and empirical
relationships in samples (see Figure 6.4). They
infer or generalize from what they can observe
empirically in samples to the abstract causal laws
and constructs in the population.

Validity and sampling error have similar
functions, as can be illustrated by the analogy
between the logic of sampling and the logic of
measurement-that is, between what is ob-
served and what is discussed. In measurement, a
researcher wants valid indicators of constructs-
that is, concrete indicators that accurately repre-
sent abstract constructs. In sampling, he or she
wants samples that have little sampling error-
concrete collections of cases that accurately rep-
resent unseen and abstract populations. A valid
measure deviates little from the construct it rep-
resents. A sample with little sampling error per-
mits estimates that deviate little from population
parameters.

Researchers try to reduce sampling errors.
The calculation of the sampling error is not pre-
sented here, but it is based on tlvo factors: the
sample size and the amount of diversity in the
sample. Everything else being equal, the larger
the sample size, the smaller the sampling error.
Likewise, the greater the homogeneity (or the
less the diversity) in a sample, the smaller its
sampling error.

Sampling error is also related to confidence
intervals. If two samples are identical except that
one is larger, the one with more cases will have a
smaller sampling error and narrower confidence
intervals. Likewise, if two samples are identical
except that the cases in one are more similar to
each other, the one with greater homogeneity
will have a smaller sampling error and narrower
confidence intervals. A narrow confidence inter-
val means more precise estimates of the popula-
tion parameter for a given level of confidence.
For example, a researcher wants to estimate av-

erage annual family income. He or she has two
samples. Sample 1 gives a confidence interval of
$30,000 to $36,000 around the estimated popu-
lation parameter of $33,000 for an 80 percent
level ofconfidence. For a 95 percent level ofcon-
fidence, the range is $23,000 to $43,000. A sam-
ple with a smaller sampling error (because it is
larger or is more homogeneous) might give a
$30,000 to $36,000 range for a 95 percent confi-
dence level.

CONCLUSION

In this chapter, you learned about sampling.
Sampling is widely used in social research. You
learned about types of sampling that are not
based on random processes. Only some are ac-
ceptable, and their use depends on special cir-
cumstances. In general, probability samplin! is
preferred by quantitative researchers becattse it
produces a sample that represents the popula-
tion and enables the researcher to use powerful
statistical techniques. In addition to simple ran-
dom sampling, you learned about systematic,
stratified, and cluster sampling. Although this
book does not cover the statistical theory used in
random sampling, from the discussion of sam-
pling error, the central limit theorem, and sam-
ple size, it should be clear that random sampling
produces more accurate and precise sampling.

Before moving on to the next chapter, it
maybe useful to restate a fundamental principle
of social research: Do not compartmentalize the
steps ofthe research process; rather, learn to see
the interconnections between the steps. Re-
search design, measurement, sampling, and spe-
cific research techniques are interdependent.
Unfortunately, the constraints of presenting in-
formation in a textbook necessitate presenting
the parts separately, in sequence. In practice, re-
searchers think about data collection when they
design research and develop measures for vari-
ables. Likewise, sampling issues influence re-
search design, measurement of variables, and
data collection strategies. As you will see in fu-
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ture chapters, good social research depends on
simultaneously controlling quality at several dif-
ferent steps-research design, conceptualiza-
tion, measurement, sampling, and data
collection and handling. The researcher who
makes major errors at any one stage may make
an entire research project worthless.
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ffi.*
Someone hands you a sheet of paper fi.rll of ques-
tions. The first reads: "I would like to learn your
opinion of the Neuman research methods text-
book. Would you say it is (a) well organized, (b)
adequately organized, or (c) poorly organized?"
You probably would not be shocked by this. It is
a kind of survey, and most of us are accustomed
to surveys by the time we reach adulthood.

The survey is the most widely used data-
gathering technique in sociology, and it is used
in many other fields, as well. In fact, surveys are
almost too popular. People sometimes say, "Do

a survey" to get information about the social
world, when they should be asking, "What is the
most appropriate research design?" Despite the
popularity of surveys, it is easy to conduct a sur-
vey that yields misleading or worthless results.
Good surveys require thought and effort.

All surveys are based on the professional so-
cial research survey. In this chapter' you will
learn the main ingredients of good survey re-
search, as well as the limitations of the survey
method.

Research Questions Appropriate
for a Survey

Survey research developed within the positivist
approach to social science. The survey asks many
people (called respondents) about their beliefs,
opinions, characteristics, and past or present
behavior.

Surveys are appropriate for research ques-
tions about self-reported beliefs or behaviors.
They are strongest when the answers people give
to questions measure variables. Researchers usu-
ally ask about many things at one time in sur-
veys, measure many variables (often with
multiple indicators), and test several hypotheses
in a single survey.

Although the categories overlap, the follow-
ing can be asked in a survey:
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l. Behavior. How frequently do you brush
your teeth? Did you vote in the last city elec-
tion? When did you last visit a close relative?

2. Attitudes/beliefs/opinions. What kind of job
do you think the mayor is doing? Do you
think other people say many negative things
about you when you are not there? What is
the biggest problem facing the nation these
days?

3. Characterisflcs. Are you married, never mar-
ried, single, divorced, separated, or wid-
owed? Do you belong to a union? What is
your age?

4. Expectations. Do you plan to buy a new car
in the next 12 months? How much school-
ing do you think your child will get? Do you
think the population in this town will grow,
shrink, or stay the same?

5. Self-classification. Do you consider yourself
to be liberal, moderate, or conservative?
Into which social class would you put your
family? Would you say you are highly reli-
gious or not religious?

6. Knowlcdge. Who was elected mayor in the
last election? About what percentage of the
people in this city are non-White? Is it legal
to own a personal copy of Karl Marx's
Communist Manrfesto in this country?

Researchers warn against using surveys to
ask "why?" questions (e.g., Why do you think
crime occurs?). 'Why?" questions are appropri-
ate, however, if a researcher wants to discover a
respondent's subjective understanding or infor-
mal theory (i.e., the respondent's own view of
"why'' he or she acts a certain way). Because few
respondents are fully aware of the causal factors
that shape their beliefs or behavior, such ques-
tions are not a substitute for the researcher de-
veloping a consistent causal theory of his or her
own that builds on the existing scientific litera-
ture.

An important limitation of survey research
is that it provides data only of what a person or
organization says, and this may differ from what
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he or she actually does. This is illustrated by
Pager and Quillian (2005), who compared tele-
phone survey responses from Milwaukee-area
employers about their willingness to hire ex-of-
fenders of different races with an "audit." In the
audit, a trained pair of young males with specific
characteristics applied for 350 job openings in
December 2001. Employers agreed to hire 34
percent of White and 14 percent of Black appli-
cants. The applicants had identical job experi-
ence and credentials and no criminal records.
The same employers agreed to hire 17 percent of
Whites and 5 percent of Blacks with identical job
experience and credentials but also with a crim-
inal record for illegal drug use. The employers
were telephoned a few months later. Pager and
Quillian found in the telephone survey far more
employers expressed a willingness to hire an
ex-offender (67 percent) and there were no dif-
ferences in the offender's race. Also, certain em-
ployers said they were more willing to hire an
ex-offender, but in the audit all employers acted
the same. The authors said, "Survey responses
have very little connection to the actual behav-
iors exhibited by these employers" (2005:367).

THE LOGIC OF SURVEY
RESEARCH

What ls a Survey?

Survey researchers sample many respondents
who answer the same questions. They measure
manyvariables, test multiple hypotheses, and in-
fer temporal order from questions about past
behavior, experiences, or characteristics. For ex-
ample, years of schooling or a respondent's race
are prior to current attitudes. An association
among variables is measured with statistical
techniques. Survey researchers think of alterna-
tive explanations when planning a survey,
measure variables that represent alternative ex-
planations (i.e., control variables), then statisti-
cally examine their effects to rule out alternative
explanations.

Survey research is often called correlational.
Survey researchers use questions as control vari-
ables to approximate the rigorous test for causal-
ity that experimenters achieve with their
physical control over temporal order and alter-
native explanations.

Steps in Conducting a Survey

The survey researcher follows a deductive ap-
proach. He or she begins with a theoretical or
applied research problem and ends with empir-
ical measurement and data analysis. Once a
researcher decides that the survey is an appro-
priate method, basic steps in a research project
can be divided into the substeps outlined in
Figure 7.1.

In the first phase, the researcher develops an
instrument-a survey questionnaire or inter-
view schedule-that he or she uses to measure
variables. Respondents read the questions them-
selves and mark answers on a questionnaire. An
interyiew scheduleis aset ofquestions read to the
respondent by an interviewer, who also records
responses. To simplify the discussion, I will use
only the term questionnaires.

A survey researcher conceptualizes and op-
erationalizes variables as questions. He or she
writes and rewrites questions for clarity and
completeness, and organizes questions on the
questionnaire based on the research question,
the respondents, and the type of survey. (The
types of surveys are discussed later.)

When preparing a questionnaire, the re-
searcher thinks ahead to how he or she will
record and organize data for analysis. He or she
pilot-tests the questionnaire with a small set of
respondents similar to those in the final survey.
If interviewers are used, the researcher trains
them with the questionnaire. He or she asks re-
spondents in the pilot-test whether the questions
were clear and explores their interpretations to
see if his or her intended meaning was clear. The
researcher also draws the sample during this
phase.



FIGURE 7.1 Steps in the Process of
Survey Research
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After the planning phase, the researcher is
ready to collect data. This phase is usually shorter
than the planning phase. He or she locates sam-
pled respondents in person, by telephone, or by
mail. Respondents are given information and in-
structions on completing the questionnaire or
interview. The questions follow, and there is a
simple stimulus/response or question/answer
pattern. The researcher accurately records an-
swers or responses immediately after they are
given. After all respondents complete the ques-
tionnaire and are thanked, he or she organizes
the data and prepares them for statistical analysis.

Surveyresearch can be complex and expen-
sive and it can involve coordinating many peo-
ple and steps. The administration of survey
research requires organization and accurate
record keeping. The researcher keeps track of
each respondent, questionnaire, and inter-
viewer. For example, he or she gives each sam-
pled respondent an identification number,
which also appears on the questionnaire. He or
she then checks completed questionnaires
against a list of sampled respondents. Next, the
researcher reviews responses on individual ques-
tionnaires, stores original questionnaires, and
transfers information from questionnaires to a
format for statistical analysis. Meticulous book-
keeping and labeling are essential. Otherwise,
the researcher may find that valuable data and
effort are lost through sloppiness.

CONSTRUCTING THE
QUESTIONNAIRE

Principles of Good Question Writing

A good questionnaire, forms an integrated
whole. The researcher weaves questions together
so they flow smoothly. He or she includes intro-
ductory remarks and instructions for clarifica-
tion and measures each variable with one or
more suryey questions.

Three principles for effective survey ques-
tions are: Keep it clear, keep it simple, and keep

Step 1:
. Develop hypotheses.
. Decide on type of survey

(mail, interview, telephone).
. Write survey questions.
. Decide on response categories.
. Design layout.

Step 2:
. Plan how to record data.
. Pilot test survey instrument.

Step 3:
. Decide on target population.
. Get sampling frame.
. Decide on sample size.
. Select sample.

Step 4:
. Locate respondents.
. Conduct interviews.
. Carefully record data.

Step 5:
. Enter data into computers.
. Recheck all data.
. Pedorm statistical analvsis on data.

Step 6:
. Describe methods and findings

in research report.
. Present findings to others for

critique and evaluation.
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the respondent's perspective in mind. Good sur-
vey questions give the researcher valid and reli-
able measures. They also help respondents feel
that they understand the question and that their
answers are meaningful. Questions that do not
mesh with a respondent's viewpoint or that re-
spondents find confusing are not good mea-
sures. A survey researcher must exercise extra
care if the respondents are heterogeneous or
come from different life situations than his or
her own.

Researchers face a dilemma. Theywant each
respondent to hear exactly the same questions,
but will the questions be equally clear, relevant,
and meaningful to all respondents? If respon-
dents have diverse backgrounds and frames of
reference, the exact same wording may not have
the same meaning. Yet, tailoring question word-
ing to each respondent makes comparisons al-
most impossible. A researcher would not know
whether the wording of the question or the dif-
ferences in respondents accounted for different
answers.

Question writing is more of an art than a
science. It takes skill, practice, patience, and cre-
ativity. The principles of question writing are il-
lustrated in the following t2 things to avoid
when writing survey questions. The list does not
include every possible error, only the more fre-
quent problems.

l. Avoid jargon, slang and abbreviations. Jar-
gon and technical terms come in many forms.
Plumbers talk about snakes,lawyers about a con-
tract of uberrima fides, psychologists about the
Oedipus compler. Slang is a kind ofjargon within
a subculture-for example, the homeless talk
about a snowbird and skiers about a hotdog. Nso
avoid abbreviations. NATO usually means
North Atlantic Treaty Organization, but for a re-
spondent, it might mean something else (Na-
tional Auto Tourist Organization, Native
Alaskan Trade Orbit, or North African Tea Of-
fice). Avoid slang and jargon unless a specialized
population is being surveyed. Target the vocab-
ulary and grammar to the respondents sampled.

For the general public, this is the language used
on television or in the newspaper (about an
eighth-grade reading vocabulary). Survey re-
searchers have learned that some respondents
may not understand basic terminology.

2. Avoid ambiguity, confusion, and vagueness.
Ambiguity and vagueness plague most question
writers. A researcher might make implicit as-
sumptions without thinking of the respondents.
For example, the question, "What is your in-
come?" could mean weekly, monthly, or annual;
family or personal; before taxes or after taxes; for
this year or last year; from salary or from all
sources. The confusion causes inconsistencies in
how different respondents assign meaning to
and answer the question. The researcher who
wants before-tax annual family income for last
year must explicitly ask for it.]

Another source of ambiguityis the use of in-
definite words or response categories. For exam-
ple, an answer to the question, "Do you jog
regularly? Yes - No ,,," hinges on the
meaning of the word regulaily. Some respon-
dents may defrne regulaily as every day, others as
once a week. To reduce respondent confusion
and get more information, be specific-ask
whether a person jogs "about once a day," "a few
times a week," "once a week," and so on. (See
Box 7.1 on improving questions.)

3. Avoid emotional language. Words have im-
plicit connotative as well as explicit denotative
meanings. Words with strong emotional conno-
tations can color how respondents hear and an-
swer survey questions.

Use neutral language. Avoid words with
emotional "baggage," because respondents may
react to the emotionally laden words rather than
to the issue. For example, the question, "What
do you think about a policy to pay murderous
terrorists who threaten to steal the freedoms of
peace-loving people?" is frrll of emotional words
(murderous, freedoms, steal, and peace).

4. Avoid prestige bias. Titles or positions in so-
ciety (e.g., president, expert, etc.) carry prestige
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Here are three survey questions written by experi-
enced professional researchers. They revised the
original wording after a pilot test revealed that 1 5
percent of respondents asked for clarification or gave

Original Question Problem

inadequate answers (e.g., don't know). As you can
see, question wording is an art that may improve with
practice, patience, and pilot testing.

Revised Question

Do you exercise or play
sports regularly? _.

What is the average number of
days each weekyou have butter?

[Following question on eggs]
What is the number of servings
in a typical day?

What counts as exercise?

Does margarine count
as butter?

How many eggs is a serving?
What is a typical day?

Do you do any sports or hobbies,
physical activities, or exercise,
including walking, on a regular basis?

The next question is just about
butter-not including margarine.
How many days a week do you have
butter?

On days when you eat eggs, how
many eggs do you usually have?

Responses to
Question

Percentage Asking
for Clarification

Original Original Revision

Exercise question (% saying "yes")

Butter question (% saying "none")

Egg question (% saying "one")

48%

s3%
80%

60%

557"

33%

s%
18%

33%

o%
1s%
o%

Soarce: Adapted from Fowler (1992).

or status. Issues linked to people with high social
status can color how respondents hear and an-
swer survey questions. Avoid associating a state-
ment with a prestigious person or group.
Respondents may answer on the basis of their
feelings toward the person or group rather than
addressing the issue. For example, saying, "Most
doctors say that cigarette smoke causes lung dis-
ease for those near a smoker. Do you agree?" af-
fects people who want to agree with doctors.

Likewise, a question such as, "Do you support
the president's policy regarding Kosovo?" will be
answered by respondents who have never heard
of Kosovo on the basis of their view of the
president.

5. Avoid double-barreled questions. Make each
question about one and only one topic. A
double-barreled question consists of two or more
questions joined together. It makes a respon-
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dent's answer ambiguous. For example, if asked,
"Does this company have pension and health in-
surance benefits?" a respondent at a company
with health insurance benefits only might an-
swer either yes or no. The response has an am-
biguous meaning, and the researcher cannot be
certain of the respondent's intention. A re-
searcher who wants to ask about the joint occur-
rence of two things-for example, a company
with both health insurance and pension bene-
fits-should ask two separate questions.

6. Do not confuse beliefs with reality. Do not
confuse what a respondent believes with what
you, the researcher, measures. A respondent
may think that a relationship exists between two
variables but this is not an empirical measure-
ment of variables in a relationship. For example,
a researcher wants to find out if students rate
teachers higher who tell many jokes in class. The
two variables are "teacher tells jokes" and "rating

the teacher." The wrongway to approach the is-
sue is to ask students, "Do you rate a teacher
higher if the teacher tells many jokes?" This mea-
sures whether or not students believe that they
rate teachers based on joke telling; it does not
measure the empirical relationship. The correct
way is to ask two separate empirically based
questions: "How do you rate this teacher?" and
"How many jokes does the teacher tell in class?"
Then the researcher can examine answers to the
two questions to determine if there is an associ-
ation between them. People's beliefs about a re-
lationship among variables are distinct from an
actual empirical relationship.

7. Avoid leading questions. Make respondents
feel that all responses are legitimate. Do not let
them become aware of an answer that the re-
searcher wants. Aleading (or loaded) question rs
one that leads the respondent to choose one re-
sponse over another by its wording. There are
many kinds of leading questions. For example,
the question, "You don't smoke, do you?" leads
respondents to state that they do not smoke.

Loaded questions can be stated to get either
positive or negative answers. For example,

"should the mayor spend even more tax money
trying to keep the streets in top shape?" leads re-
spondents to disagree, whereas "Should the
mayor fix the pot-holed and dangerous streets
in our city?" is loaded for agreement.

8. Avoid asking questions that are beyond re'
sp ondents' cap abilities. Asking something that
few respondents know frustrates respondents
and produces poor-quality responses. Respon-
dents cannot always recall past details and may
not know specific factual information. For ex-
ample, asking an adult, "How didyou feel about
your brother when you were 6 years old?" is
probably worthless. Asking respondents to make
a choice about something they know nothing
about (e.g., a technical issue in foreign affairs or
an internal policy of an or ganization) may result
in an answer, but one that is unreliable and
meaningless. When many respondents are un-
likely to know about an issue, use a firll-filter
question form (to be discussed).

Phrase questions in the terms in which re-
spondents think. For example, few respondents
will be able to answer, "Ho1v many gallons of
gasoline did you buy last year for your car?" Yet,
respondents may be able to answer a question
about gasoline purchases for a typical week,
which the researcher can multiply by 52 to esti-
mate annual purchases.2

9. Avoid fake premises. Do not begin a ques-
tion with a premise with which respondents may
not agree, then ask about choices regarding it.
Respondents who disagree with the premise will
be frustrated and not know how to answer. For
example, the question, "The.post office is open
too many hours. Do you want it to open four
hours later or close four hours earlier each day?"
leaves those who either oppose the premise or
oppose both alternatives without a meaningful
choice.

A better question explicitly asks the respon-
dent to assume a premise is true, then asks for a
preference. For example, "Assuming the post of-
fice has to cut back its operating hours, which
would you find more convenient, opening four
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hours later or closing four hours earlier each
day?" Answers to a hypothetical situation are not
very reliable, but being explicit will reduce frus-
tration.

10. Avoid asking qbout intentions in the distant
future. Avoid asking people about what they
might do under hypothetical circumstances far
in the future. Responses are poor predictors of
behavior removed far from their current situa-
tion or far in the future. Questions such as,
"Suppitse a new grocery store opened down the
road in three years. Would you shop at it?" are
usually a waste of time. It is better to ask about
current or recent attitudes and behavior. In gen-
eral, respondents answer specific, concrete ques-
tions that relate to their experiences more
reliably than they do those about abstractions
that are beyond theil immediate experiences.

II. Avoid double negatives. Double negatives in
ordinary language are grammatically incorrect
and confusing. For example, "I ain't got no job"
logically means that the respondent does have a
job, but the second negative is used in this way
for emphasis. Such blatant errors are rare, but
more subtle forms of the double negative are
also confusing. They arise when respondents are
asked to agree or disagree with a statement. For
example, respondents who disagree with the
statement, "Students should not be required to
take a comprehensive exam to graduate" are log-
ically stating a double negative because they
dis agr ee with not doing something.

12. Avoid oveilapping or unbalanced response
categories. Make response categories or choices
mutually exclusive, exhaustive, and balanced.
Mutually exclusive means that response cate-
gories do not overlap. Overlapping categories
that are numerical ranges (e.g., 5-10, 10-20,
2O-30) can be easily corrected (e.g., 5-9, 10-19,
20-29). The ambiguous verbal choice is another
type of overlapping response category-for ex-
ample, "Ale you satisfied with your job or are
there things you don't like about it?" Exhaustive
means that every respondent has a choice-a

place to go. For example, asking respondents,
"Are you working or unemployed?" leaves out
respondents who are not working but do not
consider themselves unemployed (e.g., full-time
homemakers, people on vacation, students, peo-
ple with disabilities, retired people, etc.). A re-
searcher first thinks about what he or she wants
to measure and then considers the circum-
stances of respondents. For example, when ask-
ing about a respondent's employrnent, does the
researcher want information on the primary job
or on all jobs? On full-time work only or both
full- and part-time work? On jobs forpay only
or on unpaid or volunteer jobs as well?

Keep response categories balanced. A case of
unbalanced choices is the question, "What kind
ofjob is the mayor doing: outstanding, excellent,
very good, or satisfactory?" Another type of un-
balanced question omits information-for ex-
ample, "Which of the five candidates running
for mayor do you favor: Eugene Oswego or one
of the others?" Researchers can balance re-
sponses by ofFering bipolar opposites. It is easy
to see that the terms honesty and dishonestyhave
different meanings and connotations. Asking re-
spondents to rate whether a mayor is highly,
somewhat, or not very honest is not the siune as
asking them to rate the mayor's level of
dishonesty. Unless there is a specific purpose for
doing otherwise, it is better to offer respondents
equal^polar opposites at each end of a contin-
uum.r For example, "Do you think the mayor is:
very honest, somewhat honest, neither honest
nor dishonest, somewhat dishonest, or very dis-
honest?" (see Table 7.1).

Aiding Respondent Recall

Recalling events accurately takes more time and
effort than the five seconds that respondents
have to answer survey questions. Also, one's
ability to recall accurately declines over time.
Studies in hospitalization and crime victimiza-
tion show that although most respondents can
recall significant events that occurred in the past
several week, half are inaccurate a year later.
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TABLE 7.1 SummaryofSurveyQuestion Writing Pitfalls

1 . Jargon, slang, abbreviations

2. Vagueness

Did you drown in brew until You were

totally blasted last night?

Do you eat out often?

Last night, about how much beer did

you drink?

In a typical week, about how many

meals do you eat away from home, at a

restaurant, cafeteria, or other eating

establishment?

How important is it to you that Con-

gress adopt measures to reduce gov-

ernment waste?

Very lmportant

Somewhat lmDortant

Neither lmportant or UnimPortant

Somewhat Unimportant

Not lmoortant At All

Do you support or oPpose raising so-

cial security benefits?

Do you support or oPPose increasing

spending on the military?

What is your education level? Do You
smoke cigarettes?

Did you vote in last month's mayoral

election?

In the past two weeks, about how manY

hours do you think you watched TV on

a typical day?

Have you ever slapped, punched, or hit

your girllboyfriend?

Do you have definite plans to put some

money into the stock market within the

coming two months?

There is a proposal to build a new city

swimming pool. Do you agree or dis-

agree with the proposal?

Please rate the service at our hotel:

Outstanding, Very Good, Adequate, or

Poor.

3. Emotional language

4. Prestige bias

5. Double-barreled questions

6. Beliefs as real

7. Leading questions

8. lssues beyond respondent
capabilities

9. False premises

1 0. Distant future intentions

I 1. Double negatives

1 2. Unbalanced responses

"The respected Grace Commission doc-

uments that a staggering $350 BILLION

of our tax dollars are being completely

wasted through poor procurement prac-

tices, bad management, sloPPY book-

keeping,'defective' contract
management, personnel abuses and

other wasteful practices. ls cutting pork

barrel spending and eliminating govern-

ment waste a top priority for you?"-

Do you support or oPpose raising so-

cial security benefits and increased

spending for the militarY?

Do you think more educated PeoPle
smoke less?

Did you do your patriotic dutY and

vote in the last election for maYor?

Two years ago, how manY hours did

you watch TV every month?

When did you stoP beating Your
girl/boyfriend?

After you graduate from college, get a
job, and are settled, will you invest a

lot of money in the stock market?

Do you disagree with those who do not

want to bui ld a new city swimming
pool?

Did you find the service at our hotel to

be, Outstanding, Excellent, Superior, or

Good?

-Actual question taken from a mail questionnaire that was sent to me in May 'l 998 by the National Republican Congres-

sional Committee. lt is also a double-barreled question.



Survey researchers recognize that memory
is less trustworthy than was once assumed' It is
affected by many factors-the topic, events oc-
curring simultaneously and subsequently, the
significance ofan event for a person, situational
conditions (question wording and interview
style), and the respondent's need to have inter-
nal consistency.

The complexity of respondent recall does
not mean that survey researchers cannot ask
about past events; rather, they need to customize
questions and interpret results cautiously. Re-
searchers should provide respondents with spe-
cial instructions and extra thinking time. They
should also provide aids to respondent recall,
such as a fixed time frame or location references.
Rather than ask, "How often did you attend a
sporting event last winter?" they should say, "I

want to know how many sporting events you at-
tended last winter. Let's go month by month.
Think back to December. Did you attend any
sporting events for which you paid admission in
December? Now, thinkbackto ]anuary. Didyou
attend any sporting events in January?"

Types of Questions and Response
Categories

Threatening Questions. Survey researchers
sometimes ask about sensitive issues or issues
that respondents maybelieve threaten their pre-
sentation ofself, such as questions about sexual
behavior, drug or alcohol use, mental health
problems, or deviant behavior. Respondents
may be reluctant to answer the questions or to
answer completely and truthfully. Survey re-
searchers who wish to ask such questions must
do so with great care and must be extra cautious
about the results4 (see Table 7.2).

Threatening questions are part ofa larger is-
sue ofself-presentation and ego protection' Re-
spondents often try to present a positive image
of themselves to others. They may be ashamed,
embarrassed, or afraid to give truthful answers'
or find it emotionally painful to confront their
own actions honestly, let alone admit them to
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T ABLE 7 .2 Threatening Questions and

Sensitive lssues

PqIGGdagE

Masturbation
Sexual intercourse
Use of marijuana or hashish
Use of stimulants and depressants
Cetting drunk
Petting and kissing
lncome
Cambling with friends
Drinking beer, wine, or l iquor
Happiness and well-being
Education
Occupation
Social activit ies
Ceneral leisure
Sports activity

56
42
42
31
29
20
12
10
t0
4
3
3
2
2
I

Source; Adapted from Bradburn and Sudman ( l  980:68).

other people. They may underreport or self-cen-

sor reports of behavior or attitudes they wish to
hide or believe to be in violation of social norms.
Alternatively, they may overreport positive be-
haviors or generally accepted beliefs (social de-

sirability bias is discussed later).
People are likely to underreport having an

illness or disability (e.g., cancer, mental illness,
venereal disease), engaging in illegal or deviant
behavior (e.g., evading taxes, taking drugs, con-
suming alcohol, engaging in uncommon sexual
practices), or revealing their financial status
(e.g., income, savings, debts) (see Table 7.3).

Survey researchers have created several
techniques to increase truthful answers to

threatening questions. Some techniques involve

the context and wording of the question itself.
Researchers should ask threatening questions

only after a warm-up, when an interviewer has

developed rapport and trust with the respon-

dents, and they should tell respondents that they
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T A B L E 7 . 3 Over- and Underreporting Behavior on Surveys

Low Threat/Normative

Registered to vote

Voted in primary

Have own librarY card

High Threat

Bankruptcy

Drunk driving

+15

+39

+19

-32

-47

+17

+31

+21

-29

-46

+12

+36

+.18

-32

-54

Source; Adapted from Bradburn and Sudman (1 980:8)'

want honest answers. They can phrase the ques-

tion in an "enhanced way" to provide a context
that makes it easier for respondents to give hon-

est answers. For example, the following en-

hanced question was asked of heterosexual
males: "In past surveys' many men have re-
ported that at some point in their lives they have

had some tlpe of sexual experience with another
male. This could have happened before adoles-
cence, during adolescence' or as an adult. Have
you ever had sex with a male at some point in

your life?" In contrast, a standard form of-the
question would have asked, "Have you ever had

sex with another male?"
Also, by embedding a threatening response

within more serious activities, it maybe made to

seem less deviant. For example, respondents
might hesitate to admit shoplifting if it is asked

first, but after being asked about armed robbery
or burglary, they may admit to shoplifting be-

cause it appears less serious.

Socially Desirable Questions, Social desirabil-
itybias occurs when respondents distort answers
to make their reports conform to social norms'

People tend to overreport being cultured (i'e',

reading, attending high-culture events), giving

money to charity, having a good marriage, lov-

ing their children, and so forth. For example,

one study found that one-third of people who

reported in a survey that they gave money to a

local charity really did not. Because a norm says

that one should vote in elections, many report

voting when they did not. In the United States'

those under the greatest pressure to vote (r'e''

highly educated, politically partisan, highly reli-

gious people who had been contacted by an or-

lanization that urged them to vote) are the

people most likely to overreport voting'

Questionnaire writers try to reduce social

desirability bias by phrasing questions in ways

that make norm violation appear less objection-

able and that presents a wider range ofbehavior

as acceptable. They can also offer multiple re-

sponse categories that give respondents "face-

saving" alternatives.

Knowleilge Questions. Studies suggest that a

large majority of the public cannot correctly an-

swir elementary geography questions or identifr

important political documents (e.g., the Decla-

ration of Independence)' Researchers some-

times want to find out whether respondents

know about an issue or topics, but knowledge



questions can be threatening because respon-
dents do not want to appear ignorant. Surveys
may measure opinions better if they first ask
about factual information, because many people
have inaccurate factual knowledge.

Some simple knowledge questions, such as
the number of people living in a household, are
not always answered accurately in surveys. In
some households, a marginal person-the
boyfriend who left for a week, the adult daughter
who left after an argument about her pre #fficy,
or the uncle who walked out after a dispute over
money-may be reported as not living in a
household, but he or she may not have another
permanent residence and consider himself or
herself to live there.s

Others have found that many Americans
oppose foreign aid spending. Their opposition
is based on extremely high overestimates of the
cost of the programs. When asked what they
would prefer to spend on foreign aid, most give
an amount much higher than what now is being
spent.

A researcher pilot-tests questions so that
questions are at an appropriate level of difficulty.
Little is gained if99 percent ofrespondents can-
not answer the question. Knowledge questions
can be worded so that respondents feel comfort-
able saying they do not know the answer-for
example, "How much, if anything, have you
heardabout. . . . "
c

Skip or Contingency Questions. Researchers
avoid asking questions that are irrelevant for a
respondent. Yet, some questions apply only to
specific respondents. A contingency question is a
two- (or more) part question. The answer to the
first part of the question determines which of
two different questions a respondent next re-
ceives. Contingency questions select respon-
dents for whom a second question is relevant.
Sometimes they are called screen or skip ques-
tions. Onthebasis of the answer to the first ques-
tion, the respondent or an interviewer is
instructed to go to another or to skip certain
questions.

The following example is a contingency
question, adapted from deVaus (1956:79).

1. Were you born in Australia?
[ ] Yes (co To QUESTION 2)
[ ]No

(a)

(b)

(c)

What countrywere you born
in? -
How manyyears have you lived
in Australia?
Are you an Australian citizen?
[]Yes [ ]No

NOW GO TO QUESTTON 2

Open Yersus Closed Questions

There has long been a debate about open versus
closed questions in survey research. An open-
ailed (unstructured, free response) question asks
a question (e.g., "What is your favorite television
program?'l) to which respondents can give any
answer. A closed-ended (structured, fixed re-
sponse) question both asks a question and gives
the respondent fixed responses from which to
choose (e.g., "Is the president doing a very good,
good, fair, or poor job, in your opinion?").

Each form has advantages and disadvan-
tages (see BoxT.2).The crucial issue is not which
form is best. Rather, it is under what conditions
a form is most appropriate. A researcher's choice
to use an open- or closed-ended question de-
pends on the purpose and the practicd,limita-
tions of a research project. The demands of
using open-ended questions, with interviewers
writing verbatim answers followed by time-con-
suming coding, may make them impractical for
a specific project.

Large-scale surveys have closed-ended ques-
tions because they are quicker and easier for
both respondents and researchers. Yet some-
thing important may be lost when an individ-
ual's beliefs and feelings are forced into a few
fixed categories that a researcher created. To
learn how a respondent thinks, to discover what
is really important to him or her, or to get an an-
swer to a question with many possible answers
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Advantages of Closed

r lt is easier and quicker for respondents to answer.

r The answers of different respondents are easier
to compare.

r Answers are easier to code and statistically ana-
tyze.

r The response choices can clarify question mean-
ing for respondents.

r Respondents are more likely to answer about sen-
sitive topics.

r There are fewer irrelevant or confused answers to
questions.

I Less articulate or less literate respondents are not
at a disadvantage.

r Replication is easier.

Advantages ofOpen

r They permit an unlimited number of possible an-
swers.

r Respondents can answer in detail and can quali!
and clarify responses.

r Unanticipated findings can be discovered.

r They permit adequate answers to complex issues.

r They permit creativity, self-expression, and rich-
ness of detail.

r They reveal a respondent's logic, thinking
process, and frame ofreference.

Disadvantages of Closed

r They can suggest ideas that the respondent
would not otherwise have.

r Respondents with no opinion or no knowledge
can answer anyway.

r Respondents can be frustrated because their de-
sired answer is not a choice.

r lt is confusing if many (e.9., 20) response choices
are offered.

r Misinterpretation of a question can go unnoticed.

r Distinctions between respondent answers may be
blurred.

r Clerical mistakes or marking the wrong response
is possible.

r They force respondents to give simplistic re-
sponses to complex issues.

r They force people to make choices they would
not make in the real world.

Disadvantages of Open

r Different respondents give different degrees of
detail in answers.

r Responses may be irrelevant or buried in useless
detail.

r Comparisons and statistical analysis become very
difficult.

r Coding responses is difficult.

r Articulate and highly literate respondents have an
advantage.

r Questions may be too general for respondents
who lose direction:

r ResDonses are written verbatim, which is difficult
for interviewers.

I A greater amount of respondent time, thought,
and effort is necessary.

r Respondents can be intimidated by questions.

r Answers take up a lot of space in the question-
naire.
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(e.9., age), open questions may be best. In addi-
tion, sensitive topics (e.g., sexual behavior,
liquor consumption) may be more accurately
measured with closed questions.

The disadvantages ofa question form can be
reduced by mixing open-ended and closed-ended
questions in a questionnaire. Mixing them also
offers a change of pace and helps interviewers es-
tablish rapport. Periodic probes (i.e., follow-up
questions by interviewers) with closed-ended
questions.can reveal a respondent's reasoning.

Having interviewers periodically use probes
to ask about a respondent's thinking is a way to
check whether respondents are understanding
the questions as the researcher intended. How-
ever,_probes are not substitutes for writing clear
questions or creating a framework of under-
standing for the respondent. Unless carefully
stated, probes might shape the respondent's an-
swers or force answers when a respondent does
not have an opinion or information. Yet, flexible
or conversational interviewing in which inter-
viewers use many probes can improve accuracy
on questions about complex issues on which re-
spondents do not clearly understand basic terms
or about which they have difiiculty expressing
their thoughts. For example, to the question,
"Did you do any work for money last week?" a
respondent might hesitate then replR "yes." Arr
interviewer probes, "Could you tell me exactly
what work you did?" The respondent may reply,
"On Tuesday and Wednesday, I spent a couple
hours helpingmybuddyJohn move into his new
apartment. For that he gave me $40, but I didn't
have any other job or get paid for doing anything
else." If the researcher's intention was onlyto get
reports of regular employment, the probe re-
vealed a misunderstanding. Researchers also use
partially open qutstions (i.e., a set of fixed choices
with a final open choice of "other"), which al-
lows respondents to offer an answer that the re-
searcher did not include.

Open-ended questions are especially valu-
able in early or exploratory stages of research.
For large-scale surveys, researchers use open
questions in pilot-tests, then develop closed-

question responses from the answers given to
the open questions.

Researchers writing closed questions have to
make many decisions. How many response
choices should be given? Should they offer a
middle or neutral choice? What should be the
order of responses? What types of response
choices? How will the direction of a response be
measured?

Answers to these questions are not easy. For
example, two response choices are too few, but
more than five response choices are rarely effec-
tive. Researchers want to measure meaningful
distinctions and not collapse them. More spe-
cific responses yield more information, but too
many specifics create confusion. For example,
rephrasing the question, "Are you satisfied with
your dentist?" (which has a yes/no answer) to
"How satisfied are you with your dentist very
satisfied, somewhat satisfied, somewhat dissatis-
fied, or not satisfied at all?" gives the researcher
more information and a respondent more
choices.

Nonattitudes anil the Miilille positions.
Survey researchers debate whether to include
choices for neutral, middle, and nonattitudes
(e.g., 'not surer" "don't knowr" or "no opin-
ion").0 Two types of errors can be made: accept-
ing a middle choice or "no attitude" response
when respondents hold a nonneutral opinion, or
forcing respondents to choose a position on an
issue when they have no opinion about it.

Many fear that respondents will choose
nonattitude choices to eyade making a choice.
Yet, it is usually best to offer a nonattitude
choice, because people will express opinions on
fictitious issues, objects, and events. By offering a
nonattitude (middle or no opinion) choice, re-
searchers identify those holding middle posi-
tions or those without opinions.

The issue ofnonattitudes can be approached
by distinguishing among three kinds of attitude
questions: standard-format, quasi-filter, and fi.rll-
filter questions (see Box 7.3). The standard-for-
mat question does not offer a "don't know"
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Standard Format

Here is a question about an other country. Do you agree or disagree with this state-
ment? "The Russian leaders are basically trying to get along with America."

Quasi-Filter
Here is a statement about an other country: "The Russian leaders are basically trying
to get along with America." Do you agree, disagree, or have no opinion on that?

Full Filter

Here is a statement about an other country. Not everyone has an opinion on this. lf you
do not have an opinion,just say so. Here's the statement: "The Russian leaders are ba-
sically trying to get along with America." Do you have an opinion on that? lf yes,.do you
agree or disagree?

Example of Results from Different Question Forms

Standard Form (7") Quasi-Filter (7") Full Filter (7")

Agree

Disagree

No opinion

'Volunteered

Source: Adapted from Schuman and Presser (1 981 :l 1 6-125\. Standard format is from Fall.l 
978; quasi- and full-filter are from Februarv 1977.

48.2

38.2

13.6.

27.7

29.5

42.8

22.9

20.9

56.3

choice; a respondent must volunteer it, A quasi-
filter question offers respondents a "don't know"
alternative. A full-filter question is a special type of
contingency question. It first asks ifrespondents
have an opinion, then asks for the opinion of
those who state that they do have an opinion.

Many respondents will answer a question if
a "no opinion" choice is missing, but they will
choose "don't know" when it is offered, or say
that they do not have an opinion if asked. Such
respondents are called floaters because they
"float" from giving a response to not knowing.
Their responses are affected by minor wording
changes, so researchers screen them out usinq

quasi-filter or fuIl-filter questions. Filtered ques-
tions do not eliminate all answers to nonexistent
issues, but they reduce the problem.

AgreelDisagree, Rankings or Ratings? Survey
researchers who measure values and attitudes
have debated two issues about the responses of-
fered.T Should questionnaire items make a state-
ment and ask respondents whether they agree or
disagree with it, or should it offer respondents
specific alternatives? Should the questionnaire
include a set of items and ask respondents to rate
them (e.g., approve, disapprove), or should it
give them a list of items and force them to rank-



order items (e.g., from most favored to least
favored)?

It is best to offer respondents explicit alter-
natives. For example, instead of asking, "Do you
agree or disagree with the statement, 'Men are
better suited to. . . .' " instead ask, "Do you think
men are better suited, women are better suited,
or both 4re equally suited?" Less well educated
respondents are more likely to agree with a state-
ment. whereas forced-choice alternatives en-
courage thought and avoid the response set
bias-a tendency of some respondents to agree
and not really decide.

Researchers create bias if question wording
gives respondents a reason for choosing one al-
ternative. For example, respondents were asked
whether they supported or opposed a law on en-
ergy conservation. The results changed when re-
spondents heard, "Do you support the law or do
you oppose it because the law would be difficult
to enforce?" instead of simply, "Do you support
or oppose the law?"

It is better to ask respondents to choose
among alternatives by ranking instead of rating
items along an imaginary continuum. Respon-
dents can rate several items equally high, but will
place them in a hierarchy if asked to rank them.8

Wording lssues

Survey researchers face two wording issues. The
first, discussed earlier, is to use simple vocabt'-
lary and grammar to minimize confusion. The
second issue involves effects of specific words or
phrases. This is trickier because it is not possible
to know in advance whether a word or phrase
affects responses.

The well-documented difference between

forbid and not qllow illastrates the problem of
wording differences. Both terms have the same
meaning, but many more people are willing to
"not allow" something than to "forbid" it. In
general, less well educated respondents are most
influenced by minor wording differences.

Certain words seem to trigger an emo-
tional reaction, and researchers are just begin-
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ning to learn of them. For example, Smith
(1987) found large differences (e.9., twice as
much support) in U.S. survey responses de-
pending on whether a question asked about
spending "to help the poor" or "for welfare."
He suggested that the word welfare has such
strong negative connotations for Americans
(lazy people, wasteful and expensive programs)
etc.) that it is best to avoid it.

Many respondents are confused bywords or
their connotations. For example, respondents
were asked whether they thought television news
was impartial. Researchers later learned that
large numbers of respondents had ignored the
word impartial-a term the middle-class, edu-
cated researchers assumed everyone would
know. Less than half the respondents had inter-
preted the word as intended with its proper
meaning. Over one-fourth ignored it or had no
idea of its meaning. Others gave it unusual
meanings, and one-tenth thought it was directly
opposite to its true meaning. Researchers need
to be cautious, because some wording effects
(e.g., the difference between forbid and not al-
/orry) remain the same for decades, while other
effects may appear.g

Questionnaire Design lssues

Lngth of Survey or Questionnaire. Howlong
should a questionnaire be or an interview last?
Researchers prefer long questionnaires or inter-
views because they are more cost efFective. The
cost for extra questions-once a respondent has
been sampled, has been contacted, and has com-
pleted other questions-is small. There is no ab-
solute proper length. The length depends on the
survey format (to be discussed) and on the re-
spondent's characteristics. A 5-minute tele-
phone interview is rarely a problem and may be
extended to 20 minutes. A few researchers
stretched this to beyond 30 minutes. Mail ques-
tionnaires are more variable. A short (3- or 4-
page) questionnaire is appropriate for the
general population. Some researchers have had
success with questionnaires as long as 10 pages
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(about 100 items) with the general public, but
responses drop significantly for longer question-
naires. For highly educated respondents and a
salient topic, using questionnaires of 15 pages
may be possible. Face-to-face interviews lasting
an hour are not uncommon. In special situa-
tions, face-to-face interviews as long as three to
five hours have been conducted.

Question Order or Sequence. A survey re-
searcher faces three question sequence issues:
organization of the overall questionnaire, ques-
tion order efiflects, and context effects.

Organization of Questionnaire. In general, you
should sequence questions to minimize the dis-
comfort and confusion of respondents. A ques-
tionnaire has opening, middle, and ending
questions. After an introduction explaining the
survey, it is best to make opening questions
pleasant, interesting, and easy to answer to help
a respondent feel comfortable about the ques-
tionnaire. Avoid asking many boring back-
ground questions or threatening questions first.
Organize questions into common topics. Mix-
ing questions on different topics causes confu-
sion. Orient respondents by placing questions
on the same topic together and introduce the
section with a short introductory statement (e.g.,
"Now I would like to ask you questions about
housing"). Make question topics flow smoothly
and logically, and organize them to assist re-
spondents' memory or comfort levels. Do not
end with highly threatening questions, and al-
ways end with a "thank you."

Order Effects. Researchers are concerned that
the order in which they present questions may
influence respondent answers. Such "order ef-
fects" appear to be strongest for people who lack
strong views, for less educated respondents, and
for older respondents or those with memory
loss.lo For example, support for an unmarried
woman having an abortion rises if the question
is preceded by a question about abortion being
acceptable when a fetus has serious defects, but

not when the question is by itself or before a
question about fetus defects. A classic example
of order effects is presented in Box 7.4.

Respondents may not perceive each issue of
a survey as isolated and separate. They respond
to survey questions based on the set ofissues and
their order of presentation in a questionnaire.
Previous questions can influence later ones in
two ways: through their content (i.e., the issue)
and through the respondent's response. For ex-
ample, a student respondent is asked, "Do you
support or favor an educational contribution for
students?" Answers vary depending on the topib
of the preceding question. If it comes after,
"How much tuition does the average U.S. stu-
dent pay?" respondents interpret "contribution"
to mean support for what students will pay. If it
comes after "How much does the Swedish gov-
ernment pay to students?" respondents interpret
it to mean a contribution that the government
will pay. Responses can be also influenced by
previous answers, because a respondent having
akeady answered one part will assume no over-
lap. For example, a respondent is asked, "Howis
your wife?" The next question is, "How is your
family?" Most respondents will assume that the
second question means family members other
than the wife because they already gave an an-
swer about the wife.Il

Context EffecE. Researchers found powerful
context effects in surveys. As a practical matter,
two things can be done regarding context effects.
Use a funnel sequence of questions-that is, ask
more general questions before specific ones (e.g.,
ask about health in general before asking about
specific diseases). Or, divide the number of re-
spondents in half and give half of the questions
in one order and the other half in the alternative
order. then examine the results to see whether
question order mattered. If question order ef-
fects are found, which order tells you what the
respondents really think? The answer is that you
cannot know for sure.

For example, a few years ago, a class of my
students conducted a telephone survey on two



CHAPTER 7 , /  SURVEY RESEARCH It3

Question I
"Do you think that the United states should let communist newspaper re-
porters from other countries come in here and send back to their papers the
news as they see it?"

Question 2
"Do you think a Communist country like Russia shourd let American newspaper
reporters come in and send back to America the news as thev see it?"

Percentage Saying Yes

Heard First
Yes to #1

(Communist Reporter)
Yes to #2

(American Reporter)

#1

#2
54%

64%

7s%
82%

The context created by answering the first question affects the answer to the
second question.

Source: Adapted from Schuman and presser (1 9gl:29).

topics: concern about crime and attitudes to-
ward a new anti-drunk-driving law. A random
half of the respondents heard questions about
the drunk-driving law first; the other half heard
about crime first. I examined the results to see
whether there was any context ffict-a differ-
ence by topic order. I found that respondents
who were asked about the drunk-driving law
first expressed less fear about crime than did
those who were asked about crime first. Like-
wise, they were more supportive of the drunk-
driving law than were those who first heard
about crime. The first topic created a context
within which respondents answered questions
on the second topic. After they were asked about
crime in general and thought about violent
crime, drunk driving may have appeared to be a

less important issue. By contrast, after they were
asked about drunk driving and thought about
drunk driving as a crime, they may have ex_
pressed less concern about crime in general.

Respondents answer all questions based on
a context ofpreceding questions and the inter_
view setting. A researcher needs to remember
that the more ambiguous a question's meaning,
the stronger the context effects, because re-
spondents will draw on the context to interpret
and understand the question. previous ques_
tions on the same topic and heard just before a
question can have a large context effect. For ex_
ample, Sudman and associates (1996:90_91)
contrasted three ways of asking how much a re_
spondent followed politics. When they asked
the question alone, about 2l percent of iespon-
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dents said they followed politics "now and
then" or "hardly at all." When they asked the
question after asking what the respondent's
elected representative recently did, the percent-
age who said they did not follow nearly dou-
bled, going to 39 percent. The knowledge
question about the representative made many
respondents feel that they did not really know
much. When a question about the amount of
"public relations work" the elected representa-
tive provided to the area came between the two
questions, 29 percent ofrespondents said they
did not follow politics. This question gave re-
spondents an excuse for not knowing the first
question-they could blame their representa-
tive for their ignorance. The context ofa ques-
tion can make a difference and researchers need
to be aware of it at all times.

Format and Layout. There are two format or
layout issues: the overall physical layout ofthe
questionnaire and the format of questions and
responses.

Questionnaire Layout. Layout is important,
whether a questionnaire is for an interviewer or
for the respondent. Questionnaires should be
clear, neat, and easy to follow. Give each ques-
tion a number and put identifying information
(e.g., name of organization) on questionnaires.
Never cramp questions together or create a con-
fusing appearance. A few cents saved in postage
or printing will ultimately cost more in terms of
lower validity due to a lower response rate or of
confusion of interviewers and respondents.
Make a cover sheet or face sheet for each inter-
view, for administrative use. Put the time and
date of interview, the interviewer, the respon-
dent identification number, and the inter-
viewer's comments and observations on it. A
professional appearance with high-quality
graphics, space between questions, and good lay-
out improves accuracy and completeness and
helps the questionnaire flow.

Give interviewers or respondents instruc-
tions on the questionnaire. Print instructions in

a different style from the questions (e.g., in a dif-
ferent color or font or in all capitals) to distin-
guish them. This is so an interviewer can easily
distinguish between questions for respondents
and instructions intended for the interviewer
alone.

Layout is crucial for mail questionnaires be-
cause there is no friendly interviewer to interact
with the respondent. Instead, the question-
naire's appearance persuades the respondent. ln
mail surveys, include a polite, professional cover
letter on letterhead stationery identifying the re-
searcher and offering a telephone number for
questions. Details matter. Respondents will be
turned off if they receive a bulky brown enve-
lope with bulk postage addressed to Occupant
or if the questionnaire does not fit into the re-
turn envelope. Always end with "Thank you for
your participation." Interviewers and question-
naires should leave respondents with a positive
feeling about the survey and a sense that their
participation is appreciated.

Question design matters. One study of col-
lege students asked how many hours they stud-
ied per day. Some students saw five answer
choices ranging from 0.5 hour to more than 2.5
hours; others saw five answer choices ranging
from less than 2.5 hours to more than 4.5 hours.
Of students who saw the first set, 77 percent said
they studied under 2.5 hours versus 31 percent
of those receiving the second set. When the mail
questionnaire and telephone interview were
compared, 58 percent of students hearing the
first set said under 2.5 hours, but there was no
change among those hearing the second set.
More than differences in response categories
were involved, because when students were
asked about hours oftelevision watching per day
with similar response categories and then the a-
ternative response categories made no differ-
ence. What can we learn from this? Respondents
without clear answers tend to rely on question-
naire response categories for guidance and more
anonymous answering formats tend to yield
more honest responses (see Dillman 2000:32-39
for more details).
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Question Format. Surveyresearchers decide on
a format for questions and responses. Should re_
spondents circle responses, check boxes, fill in
dots, or put an X in a blank? The principle is to
make responses unambiguous. Boxes oi brack_
ets to be checked and numbers to be circled are

usually clearest. Also, listing responses down a
page rather than across makes them easier to see
(see Box 7.5). As mentioned before, use arrows
and instructions for contingency questions. Vi_
sual aids are also helpful. For example, hand out
thermometer-like drawings to iespondents

Example of Horizontal versus Vertical Response Choices
Do you think it is too easy or too difficult to get a divorce, or is it about right?
! Too Easy tr Too Difficult I About Right

Do you think it is too easy or too difficult to get a divorce, or is it about right?
n Too Easy
n Too Difficult
n About Right

Example of a Matrix Question Format

Strongly
Agree Agree Disagree

Strongly
Disagree

Don't
Know

The teacher talks too fast. tr tr tr n n
l learnedalot inthisclass. '  t r  t r  

-  
!  t r

The tests are very easy. n ! n ! n
The teacher tells many jokes. ! tr tr n tr
Theteacherisorganized. tr 

- - 
rt r. l

Examples of Some Response Category Choices
Excellent, Cood, Fair, Poor
Approve,/Disapprove

FavorlOppose

strongly Agree, Agree, somewhat Agree, somewhat Disagree, Disagree, strongry Disagree
Too Much, Too Little, About Right
Better, Worse, About the Same
Regularly, Often, Seldom, Never
Always, Most of Time, Some of Time, Rarely, Never
More Likely, Less Likely, No Difference
Very Interested, Interested, Not lnterested



186 pART Two /  coNDUcrNc euANTrrATrvE REsEARcH

when asking about how warm or cool they feel
toward someone. A matrix question (or grid
question) is a compact way to present a series of
questions using the same response categories. It
saves space and makes it easier for the respon-
dent or interviewer to note answers for the same
response categories.

Nonresponse. The failure to get avalid response
from every sampled respondent weakens a sur-
vey. Have you ever refused to answer a survey?
In addition to research surveys, people are asked
to respond to many requests from charities,
marketing firms, candidate polls, and so forth.
Charities and marketing firms get low response
rates, whereas government organizations get
much higher cooperation rates. Nonresponse
can be a major problem for survey research be-
cause if a high proportion of the sampled re-
spondents do not respond, researchers may not
be able to generalize results, especially if those
who do not respond differ from those who re-
spond.

Public cooperation in survey research has
declined over the past 20 to 30 years across many
countries, with the Netherlands having the high-
est refusal rate, and with refusal rates as hryh 

^30 percent in the United States.l2 There is both a
growing group of "hard core" refusing people
and a general decline in participation because
many people feel there are too many surveys.
Other reasons for refusal include a fear of crime
and strangers, a more hectic life-style, a loss of
privacy, and a rising distrust of authority or gov-
ernment. The misuse of the survey to sell prod-
ucts or persuade people, poorly designed
questionnaires, and inadequate explanations of
surveys to respondents also increase refusals for
legitimate surveys.

Survey researchers can improve eligibility
rates by careful respondent screening, better
sample-frame definition, and multilingual inter-
viewers. They can decrease refusals by sending
letters in advance of an interview, offering to
reschedule interviews, using small incentives
(i.e., small gifts), adjusting interviewer behavior

and statements (i.e., making eye contact, ex-
pressing sincerity, explaining the sampling or
survey, emphasizing importance of the inter-
view, clarifring promises of confi dentiality, etc. ).
Survey researchers can also use alternative in-
terviewers (i.e., different demographic charac-
teristics, age, race, gender, or ethnicity), use
alternative interview methods (i.e., phone ver-
sus face to face), or accept alternative respon-
dents in a household.

A critical area of nonresponse or refusal to
participate occurs with the initial contact be-
tween an interviewer and a respondent. A face-
to-face or telephone interview must overcome
resistance and reassure respondents.

Research on the use of incentives found that
prepaid incentives appear to increase respon-
dent cooperation in all types ofsurveys. They do
not app€ar to have negative effects on survey
composition or future participation.

There is a huge literature on ways to in-
crease response rates for mail questionnaires
(see Box 7.6).13 Heberlein and Baumgartner
(1978, 1981) reported 71 factors affecting mail
questionnaire response rates.

TYPES OF SURVEYS: ADVANTAGES
AND DISADVANTAGES

Mail and Self-Administered
Questionnaires

Advantages. Researchers can give question-
naires directly to respondents or mail them to
respondents who read instructions and ques-
tions, then record their answers. This $pe of
survey is by far the cheapest, and it can be con-
ducted by a single researcher. A researcher can
send questionnaires to a wide geographical area.
The respondent can complete the questionnaire
when it is convenient and can check personal
records if necessary. Mail questionnaires offer
anonl.rnity and avoid interviewer bias. They can
be effective, and response rates may be high for
an educated target population that has a strong
interest in the topic or the survey organization.



'l . Address the questionnaire to specific person,
not "Occupant," and send it first class.

2. Include a carefully written, dated cover letter on
letterhead stationery. In it, request respondent
cooperation, guarantee confidentiality, explain
the purpose of the survey, and give the re-
searcher's name and phone number.

3. Always include a postage-paid, addressed return
envelope.

4. The questionniire should have a neat, attractive
layout and reasonable page length.

5. The questionnaire should be professionally
printed and easy to read, with clear instructions.

5. Send two follow-up reminder letters to those
not responding. The first should arrive about
one week after sending the questionnaire, the
second a week later. Cently ask for cooperation
again and offer to send another questionnaire.

7. Do not send questionnaires during major holi-
day periods.

8. Do. not put questions on the back page. Instead,
leave a blank space and ask the r:espondent for
general comments.

9. Sponsors that are local and are seen as legiti-
mate (e.9., government agencies, universities,
large firms, etc.) get a better response.

lO. lnclude a smal l  monetary inducement ($l)  i f
oossible.

Disadvantages. Since people do not always
complete and return questionnaires, the biggest
problem with mail questionnaires is a low re-
sponse rate. Most questionnaires are returned
within two weeks, but others trickle in up to two
months later. Researchers can raise response
rates by sending nonrespondents reminder let-
ters, but this adds to the time and cost of data
collection.

CHAPTER 7 , /  SURVEY RESEARCH 187

A researcher cannot control the conditions
under which a mail questionnaire is completed.
A questionnaire completed during a drinking
party by a dozen laughing people may be re-
turned along with one filled out by an earnest
respondent. Also, no one is present to clarifr
questions or to probe for more information
when respondents give incomplete answers.
Someone other than the sampled respondent
(e.g., spouse, new resident, etc.) may open the
mail and complete the questionnaire without
the researcher's knowledge. Different respon-
dents can complete the questionnaire weeks
apart or answer questions in a different order
than that intended by researchers. Incomplete
questionnaires can also be a serious problem.

Researchers cannot visually observe the re-
spondent's reactions to questions, physical char-
acteristics, or the setting. For example, an
impoverished 70-year-old White woman living
alone on a farm could falsely state that she is a
prosperous 4O-year-old Asian male doctor living
in a town with three children. Such extreme lies
are rare, but serious errors can go undetected.

The mail questionnaire format limits the
kinds of questions that a researcher can use.
Questions requiring visual aids (e.g., look at this
picture and tell me what you see), open-ended
questions, many contingency questions, and
complex questions do poorly in mail question-
naires. Likewise, mail questionnaires are ill
suited for the illiterate or near-illiterate in Eng-
lish. Questionnaires mailed to illiterate respon-
dents are not likely to be returned; if they are
completed and returned, the questions were
probably misunderstood, so the answers are
meaningless (see Table 7.4).

Web Surveys

Access to the Internet and e-mail has become
widespread since the late-1990s across most ad-
vanced nations. For example, 3 percent of the
U.S. population had e-mail in 1994; only 10
years later about 75 percent ofhouseholds had
Internet connections.
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TABLE 7.4 Types of Surveys andTheir Features

Administrative lssues

Cost

Speed

Length (number of questions)

Response rate

Research Control

Probes possible

Specific resPondent

Question sequence

Only one resPondent

Visual observation

Success with Different Questions

Visual  a ids

Open-ended questions

ContingencY questions

Complex questions

Sensitive questions

Sources of Bias

Social desirabil itY

lnterviewer bias

Respondent's reading skil l

Cheap

Slowest

Moderate

Lowest

No

No

No

No

No

Limited

Limited

Limited

Limited

Some

Some

None

Yes

Cheapest

Fastest

Moderate

Moderate

No

No

Yes

No

No

Yes

Limited

Yes

Yes

Yes

Some

None

Yes

Moderate

Fast

Short

Moderate

Yes

Yes

Yes

Yes

No

None

Limited

Yes

Limited

Limited

Some

Some

No

Expensive

Slow to
moderate

Longest

Highest

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Limited

Most

Most

No



Advantages. Web-based surveys over the In-
ternet or by e-mail are very fast and inexpensive.
They allow flexible design and can use visual im-
ages, or even audio or video in some Internet
versions. Despite great flexibility, the basic prin-
ciples for question writing and for paper ques-
tionnaire design generally apply.

Disadvantages. Web surveys have three areas
of concern: coverage, privacy and verification,
and design issues. The first concern involves
sampling and unequal Internet access or use.
Despite high coverage rates, older, less-educated,
lower-income, and more rural people are less
likely to have good Internet access. In addition,
many people have multiple e-mail addresses,
which limits using them for sampling purposes.
Self-selection is a potential problem with web
surveys. For example, a marketing department
could get very distorted results ofthe population
of new car buyers. Perhaps half of the new car
buyers for a model are over age 55, but 75 per-
cent of respondents to a web survey are under
age 32 and only 8 percent are over age 55. Not
only would the results be distorted by age but
the relatively small percentage of over-55 re-
spondents may not be representative of all over-
55 potential new car buyers (e.g., they may be
higher income or more educated).

A second concern is protecting respondent
privacy and confidentiality. Researchers should
encrl?t collected data, only use secure websites
and erase nonessential respondent identification
or linking information on a daily or weeklybasis.
They should develop a system of respondent
verification to ensure that only the sampled re-
spondent participates and does so only once.
This may involve a system such as giving each
respondent a unique PIN number to access the
questionnaire.

A third concern involves the complexity of
questionnaire design. Researchers need to check
and veriS' the compatibility of various web soft-
ware and hardware combinations for respon-
dents using different computers. Researchers are
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still learning what is most effective for web sur-
veys. It is best to provide screen-by-screen ques-
tions and make an entire question visible on the
screen at one time in a consistent format tr-ith
drop-down boxes for answer choices. It is best to
include a progress indicator (as motivation),
such as a clock or waving hand. Visual appear-
ance ofa screen, such as the range ofcolors and
fonts, should be kept simple for easy readability
and consistency. Be sure to provide very clear in-
structions for all computer actions (e.g., use of
drop-down screens) where they are needed and
include "click here" instructions. Also, make it
easy for respondents to move back and forth
across questions. Researchers using web surverys
need to avoid technical glitches at the imple-
mentation stage by repeated pretesting, having a
dedicated server, and obtaining sufficient broad-
band to handle high demand.

Telephone Interviews

Advantages. The telephone interview is a pop-
ular survey method because about 95 percent of
the population can be reached by telephone. An
interviewer calls a respondent (usuallyat home),
asks questions, and records answers. Researchers
sample respondents from lists, telephone direc-
tories, or random digit dialing, and can quickly
reach many people across long distances. A staff
of interviewers can interview 1,500 respondents
across a nation within a few days and, with sev-
eral callbacks, response rates can reach 90 per-
cent. Although this method is more expensive
than a mail questionnaire, the telephone inter-
view is a flexible method with most of the
strengths of face-to-face interviews but for about
halfthe cost. Interviewers control the sequence
of questions and can use some probes. A specific
respondent is chosen and is likely to answer all
the questions alone. The researcher knows when
the questions were answered and can use con-
tingency questions effectively, especially with
computer-assisted telephone interviewing (CATI)
(to be discussed).
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Disailvantages. Higher cost and limited inter-
view length are among the disadvantages of tele-
phone interviews. In addition, respondents
without telephones are impossible to reach, and
the call may come at an inconvenient time. The
use of an interviewer reduces anonymity and in-
troduces potential interviewer bias. Open-ended
questions are difficult to use, and questions re-
quiring visual aids are impossible. Interviewers
can only note serious disruptions (e.g., back-
ground noise) and respondent tone of voice
(e.g., anger or flippancy) or hesitanry.

Face-to-Face Interviews

Ailvantages. Face-to-face interviews have the
highest response rates and permit the longest
questionnaires. Interviewers also can observe the
surroundings and can use nonverbal communi-
cation and visual aids. Well-trained interviewers
can ask all types of questions, can ask complex
questions, and can use extensive probes.

Disadvantages. High cost is the biggest disad-
vantage of face-to-face interviews. The training,
travel, supervision, and personnel costs for in-
terviews can be high. Interviewer bias is also

$eatest in face-to-face interviews. The appear-
ance, tone of voice, question wording, and so
forth of the interviewer may affect the respon-
dent. In addition, interviewer supervision is less
than for telephone interviews, which supervisors
monitor bylistening in ra

INTERVIEWING

The Role of the Interviewer

Interviews to gather information occur in many
settings. Survey research interviewing is a speciar-
ized kind of interviewing. As with most inter-
viewing, its goal is to obtain accurate information
from another person.ls

The survey interview is a social relationship.
Like other social relationships, it involves social

roles, norms, and expectations. The interview is
a short-term, secondary social interaction be-
tween two strangers with the explicit purpose of
one person's obtaining specific information
from the other. The social roles are those of the
interviewer and the interviewee or respondent.
Information is obtained in a structured conver-
sation in which the interviewer asks prearranged
questions and records answers, and the respon-
dent answers. It differs in several ways from or-
dinary conversation (see Table 7.5).

An important problem for interviewers is
that many respondents are unfamilar with the
survey respondents' role. As a result, they substi-
tute another role that may affect their responses.
Some believe the interview is an intimate con-
versation or thearpy session, some see it as a bu-
reaucratic exercise in completing forms, some
view it as a citizen referendum on policy choices,
some view it as a testing situation, and some
consider it as a form of deceit in which inter-
yiewers are trying to trick or entrap respondents.
Even in a well-designed, professional survey, foi-
low-up research found that only about half the
respondents understand questions exactly as in-
tended by researchers. Respondents reinter-
preted questions to make them applicable to
their ideosynactic, personal situations or to
make them easy to answer.l6

The role ofinterviewers is difiicult. Theyob-
tain cooperation and build rapport, yet remain
neutral and objective. They encroach on the re-
spondents' time and privacy for information
that may not directly benefit the respondents.
They try to reduce embarrassment, fear, and
suspicion so that respondents feel comfortable
revealing information. They may explain the na-
ture ofsurvey research or give hints about social
roles in an interview. Good interviewers moni-
tor the pace and direction ofthe social interac-
tion as well as the content of answers and the
behavior of respondents.

Survey interviewers are nonjudgmental and
do not reveal their opinions, verbally or nonver-
bally (e.g., by a look of shock). If a respondent
asks for an interviewer's opinion, he or she po-
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TA B t E 7.5 Differences between Ordinary Conversation and a
Structured Survey Interview

.l 
. Questions and answers from each participant

are relatively equally balanced.

2. There is an open exchange offeelings and
opinions.

3. Judgments are stated and attempts made to
persuade the other of a particular points of
view.

4. A person can reveal deep inner feelings to gain
sympathy or as a therapeutic release.

5. Ritual responses are common (e.g., "Uh huh,"
shaking head, "How are you?" "Fine").

6. The participants exchange information and
correct the factual errors that thev are aware
of.

7. Topics rise and fall and either person can
introduce new topics. The focus can shift
directions or digress to less relevant issues.

8. The emotional tone can shift from humor, to
joy, to affection, to sadness, to anger, and so
on.

9. People can evade or ignore questions and give

, f l ippant or noncommittal answers.

I . Interviewer asks and respondent answers most
of the time.

2. Only the respondent reveals feelings and
opinions.

3. lnterviewer is nonjudgmental and does not try
to change respondent's opinions or beliefs.

4. Interviewer tries to obtain direct answers to
specific questions.

5. lnterviewer avoids making ritual responses that
influence a respondent and also seeks genuine
answers, not ritual responses.

6. Respondent provides almost all information.
lnterviewer does not correct a respondent's
factual errors,

7. Interviewer controls the topic, direction, and
pace. He or she keeps the respondent "on task, "
and irrelevant diversions are contained.

8. Interviewer attempts to maintain a consistently
warm but serious and objective tone
throughout.

9. Respondent should not evade questions and
should give truthful, thoughtful answers.

Source: Adapted from Gorden (1 980:1 9-25) and Sudman and Bradburn (1 983:5-l  0).

litely redirects the respondent and indicates that
such questions are inappropriate. For example,
if a respondent asks, "What do you think?" the
interviewer may answer, "Here, we are inter-
ested in what you think; what I think doesn't
matter." Likewise, if the respondent gives a
shocking answer (e.g., "I was arrested three
times for beating my infant daughter and burn-
ing her with cigarettes"), the interviewer does
not show shock, surprise, or disdain but treats

the answer in a matter-of-fact manner. He or she
helps respondents feel that they can give any
truthfirl answer.

You might ask, "If the survey interviewer
must be neutral and objective, why not use a ro-
bot or machine?" Machine interviewing has not
been successful because it lacks the human
warmth, sense of trust, and rapport that an in-
terviewer creates. An interviewer helps define
the situation and ensures that respondents have
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the information sought, understand what is ex-
pected, give relevant answers' are motivated to
cooperate, and give serious answers.

Interviewers do more than interview re-
spondents. Face-to-face interviewers spend only
about 35 percent of their time interviewing.
About 40 percent is spent in locating the correct
respondent, 15 percent in traveling, and i0 per-

cetrt in studying survey materials and dealing
with administrative and recording details.I/

Stages ofan Interview

The interview proceeds through stages, begin-
ning with an introduction and entry. The inter-
viewer gets in the door, shows authotization,
and reassures and secures cooperation from the
respondent. He or she is prepared for reactions
ro.h ut, "How did you pick me?" "What good

will this do?" "I don't know about this," "What's

this about, anyway?" The interviewer can ex-
plain why the specific respondent is interviewed
and not a substitute.

The main part of the interview consists of

asking questions and recording answers. The in-

terviewer uses the exact wording on the ques-

tionnaire-no added or omitted words and no
rephrasing. He or she asks all applicable ques-
tions in order, without returning to or skipping
questions unless the directions specifr this. He
or she goes at a comfortable pace and gives
nondirective feedback to maintain interest.

In addition to asking questions' the inter-
viewer accurately records answers. This is easy
for closed-ended questions, where interviewers
just mark the correct box. For open-ended ques-
tions, the interviewer's job is more difficult. He
or she listens carefully, must have legible writing'
and must record what is said verbatim without
correcting grammar or slang' More important'
the interviewer never summarizes or pata-
phrases. This causes a loss of information or dis-
torts answers. For example, the respondent says,
"I'm really concerned about my daughter's heart
problem. She's only 10 years old and already she
has trouble climbing stairs. I don't know what

she'll do when she gets older. Heart surgery is too

rislcy for her and it costs so much. She'll have to

learn to live with it." If the interviewer writes,
"concerned about daughter's health," much is

lost.
The interviewer knows how and when to

use probes. Aprobeis a neutral request to clatify
an ambiguous answer, to complete an incom-
plete answer, or to obtain a relevant response.
interviewers recognize an irrelevant or inaccu-

rate answer and use probes as needed.l8 There

are many tFpes of probes. A three- to five-second
pause is often effective. Nonverbal communica-
tion (e.g., tilt of head, raised eyebrows' or eye

contact) also works well. The interviewer can re-

peat the question or repeat the reply and then
pause. She or he can ask a neutral question, such

is, "Any other reasons?" "Can you tell me more

about that?" "How do you mean?" "Could you

explain more for me?" (see Box7.7).
The last stage is the exit, when the i'nter-

viewer thanks the respondent and leaves. He or

she then goes to a quiet, private place to edit the
questionnaire and record other details such as

the date, time, and place of the interview; a

thumbnail sketch of the respondent and inter-

view situation; the respondent's attitude (e.9.,

serious, angry, or laughing); and any unusual
circumstances (e.g., "Telephone rang at question

27 and respondent talked for four minutes be-

fore the interview started again"). He or she

notes anything disruptive that happened during

the interview (e.g., "Teenage son entered room,

sat at opposite end, turned on televisionwith the

volume loud, and watched a music video")' The

interviewer also records personal feelings and

anything that was suspected (e.g., "Respondent

became nervous and fidgeted when-questioned
about his marriage")'

Training Interviewers

A large-scale survey requires hiring multiple in-

terviewers. Few people appreciate the difficulty
of the interviewer's job' A professional-quality
interview requires the carefirl selection of inter-
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Interuiewer Question: What is your occupation?

RespondentAnswer I work at General Motors.
Probe:What is your job at General Motors? What type of work do you do there?

lnterviewer Question: How long have you been unemployed?

Respondent Answer. A long time.
Probe: Could you tell me more specifically when your current period of unemployment
began?

lntewiewer Question: Considering the country as a whole, do you think we will have good
times during the next year, or bad times, or what?

ReipondentAnswen Maybe good, maybe bad, it depends, who knows?
Probe:What do you expect to happen?

Record Response to a Closed Question

Intewiewer Question: on a scale of 1 to z, how do you feel about capital punishment or
the death penalty, where 1 is strongly in favor of the death penalty, and z is strongly op-
posed to it?
(Favor)1_ 2_ 3_ 4_ 5_ 6_ 7_ (Oppose)

Respondent Answer. About a 4. I think that all murderers, rapists, and violent criminals
should get death, but I don't favor it for minor crimes like stealing a car.

viewers and extensive training. As with any em-
ployment situation, adequate pay and good
supervision are important for consistent high-
quality performance. Unfortunately, profes-
sional interviewing has not always paid well or
provided regular employment. In the past, inter-
viewers were largely drawn from a pool of mid-
dle-aged women willing to accept irregular
part-time work.

Good interviewers are pleasant, honest, ac-
curate, mature, responsible, moderately intelli-
gent, stable, and motivated. They have a
nonthreatening appearance, have experience
with many different types of people, and possess
poise and tact. Researchers may consider inter-
viewers' physical appearance, age, race, sex, lan-

guages spoken, and even the sound of their
voice.

Professional interviewers will receive a two-
week training course. It includes lectures and
reading, observation of expert interviewers,
mock interviews in the office and in the field that
are recorded and critiqued, many practice inter-
views, and role-playing. The interviewers learn
about survey research and the role ofthe inter-
viewer. They become familiar with the question-
naire and the purpose ofquestions, although not
with the answers expected.

The importance of carefully selecting and
training interviewers was evident during the
2004 U.S. presidential election. Exit polls are
quick, very short surveys conducted outside a
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polling place for people immediately after they

voted. On Election Day of 2004 exit polls

showed candidate |ohn Kerry well ahead, but

after final votes were counted he lost to his op-
ponent, George W. Bush' A major cause of the

mistake was that the research organization, paid

$10 million by six major news organizations to

conduct the exit polls, had hired manyyoung in-

experienced interviewers and gave them only

minimal training. Younger voters tended to sup-
port iohn Kerry whereas older voters tended to

iupport George Bush. The young inexperienced
interviewers were less successful in gaining co-

operation from older voters and felt more com-
fortable handing the questionnaire to someone
of a similar age. As a result, exit poll participants
did not reflect the composition of all voters and
poll results showed greater support for Kerry

ihan actually existed among all voters.le
Although interviewers largely work alone,

researchers use an interviewer supervisor in

large-scale surveys with several interviewers. Su-
p.*itott are familiar with the area' assist with
problems, oversee the interviewers, and ensure
ihat work is completed on time. For telephone
interviewing, this includes helping with calls,

checking whin interviewers arrive and leave, and

monitoring interview calls. In face-to-face inter-
views, supervisors check to find out whether the

interview actually took place. This means calling
back or sending a confirmation postcard to a

sample of respondents. They can also check the

response rate and incomplete questionnaires to

see whether interviewers are obtaining coopera-
tion, and they may reinterview a small subsam-
ple, analyze answers, or observe interviews to see

whether interviewers are accurately asking ques-

tions and recording answers.

lnterviewer Bias

Survey researchers proscribe interviewer behav-
ior to reduce bias. This goes beyond reading
each question exactly as worded. Ideally, the ac-

tions of a particular interviewer will not affect
how a respondent answers' and responses will

not vary from what they would be if asked by

any other interviewer.
Survey researchers know that interviewer

expectations can create significant bias' Inter-

viewers who expect difficult interviews have

them, and those who expect certain answers are

more likely to get them (see Box 7.8). Proper in-

terviewer behavior and exact question reading

may be difficult, but the issue is larger.
The social setting in which the interview oc-

curs can afflect answers, including the presence

of other people' For example, students answer

differently depending on whether they are asked

questions at home or at school. In general, sur-

iey researchers do not want others present be-

cause they may affect respondent answers' It

may not always make a difference, however, es-

p..lutty if the others are small children.2O
- 

An interviewer's visible characteristics, in-

cluding race and gender, often affect interviews

and respondent answers, especially for questions

about issues related to race or gender. For exam-
ple, African American and Hispanic American

iespondents express different policy positions

otr t"..- or ethnic-related issues depending on

the apparent race or ethnicity of the interviewer'

This occurs even with telephone interviews

when a respondent has clues about the inter-

viewer's race or ethnicity. In generaf interview-

ers of the same ethnic-racial group get more

accurate answers.2l Gender also affects inter-

views both in terms of obvious issues, such as

sexual behavior, as well as support for gender-

related collective action or gender eqaality'z2

Survey researchers need to note the race and

gender of both interviewers and respondents'

Computer-Assisted TelePhone

Interviewing

Advances in computer technology and lower

computer prices have enabled professional sur-

vey research organizations to install computer-
osiirted telephone interviewing (CATD systems'23
With CATI, the interviewer sits in front of a

computer and makes calls' Wearing a headset
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Example of Interviewer Expectation Effects

Asked by Female lntewiewer Whose Own
Female Respondent Reports That

Husband Buys Most Furniture

Husband buys most furniture

Husband does not buy most furniture

Example of Race or Ethnic Appearance Effects

lnterviewer

89%

15%

Percentage Answering Yes to:

"Do you think there
are too many Jews in
government jobs?"

"Do you think that
Jews have too
much power?"

Looked Jewish with Jewish-sounding name

Looked Jewish only

Non-Jewish appearance

Non-Jewish appearance and
non-Jewish-sounding name

11 .7

15.4

21.2

1 9.5

5.8
'r 5.6

24.3

21.4

Note: Racial stereotypes held by respondents can affect how they respond in interviews.
Source: Adapted from Hyman (1975:1 I 5, 1 63).

and microphone, the interyiewer reads the ques-
tions from a computer screen for the specific re-
spondent who is called, then enters the answer
via the keyboard. Once he or she enters an an-
swer, the computer shows the next question on
the screen.

Computer-assisted telephone interviewing
speeds interviewing and reduces interviewer er-
rors. It also eliminates the separate step of enter-
ing information into a computer and speeds
data processing. Of course, CATI requires an in-
vestment in computer equipment and some
knowledge of computers. The CATI system is
valuable for contingency questions because the
computer can show the questions appropriate

for a specific respondent; interviewers do not
have to turn pages looking for the next question.
In addition, the computer can check an answer
immediately after the interviewer enters it. For
example, if an interviewer enters an answer that
is impossible or clearly an error (e.g., an H
instead of an M for "Male"), the computer will
request another answer. Innovations with com-
puters and web surveys also help to gather data
on sensitive issue (see Box 7.9).

Several companies have developed software
programs for personal computers that help re-
searchers develop questionnaires and analyze
survey data. They provide guides for writing
questions, recording responses, analyzing data,
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The questioning format influences how respondents

answer questions about sensitive topics' Formats

that permit the greater respondent anonymity, such

as a ielf-administered questionnaire or the web sur-

vey, are more likely to elicit honest responses than

one that requires interaction with another person'

such as in a face-to-face interview or telephone in-

terview One of a series of computer-based techno-

logical innovations is called computer-assisted

self-administered intewiews (CASA|. lt appears to rm-

prove respondent comfort and honesty in answertng

questions on sensitive topics. In CASAI' respondents

are "interviewed" with questions that are asked on a

computer screen or heard over earphones' The re-

spondents answer by moving a computer mo.use or

entering information using a computer keyboard'

Even when a researcher is present in the same room'

the respondent is semi-insulated from human con-

tact and appears to feel comfortable answering ques-

tions about sensitive issues.

and producing reports. The programs may

rp."d th. more mechanical aspects of survey re-

search-such as typing questionnaires' organiz-

ing layout, and recording responses-bYl they

cainot substitute for a good understanding of

the survey method or an appreciation of its lim-

itations. The researcher must still clearly con-

ceptualize variables, prepare well-worded

questions, design the sequence and forms of

questions and responses, and pilot-test ques-

tionnaires. Communicating unambiguously
with respondents and eliciting credible re-

sponses remain the most important parts oI sur-

vey research.

liliw

THE ETHICAL SURVEY

Like all social research, people can conduct sur-

veys in ethical or unethical ways. A major ethical

issue in survey research is the invasion of pri-

vacv. Survey researchers can intrude into a re-

snondent's'privacy by asking about intimate

actions and personal beliefs' People have a right

to privacy. Respondents decide when and to

whlm to reveal personal information' They are

likely to provide such information when it is

asked forln a comfortable context with mutual

trust, when they believe serious answers are

needed for legitimate research purposes) and

when theybelieve answers will remain confiden-

tial. Researchers should treat all respondents

with dignity and reduce anxiety or discomfort'

They are also responsible for protecting the con-

fidentiality of data'
A second issue involves voluntary participa-

tion by respondents' Respondents agree to an-

swer ctuestions and can refuse to participate at

any time. They give "informed consent" to par-

ticipate in research. Researchers.depend qn

respondents' voluntary cooperatron' so. re-

seaichers need to ask well-developed questions

in a sensitive way' treat respondents with re-

spect, and be very sensitive to confidentiality'
' A third ethical issue is the exploitation of

surveys and pseudosurveys. Because ofits. pop-

ularity, some people use surveys to mislead

otheri. A pseuiosirteT is when someone who

has little or no real interest in learning infor-

mation from a respondent uses the survey tor-

mat to try to Persuade someone to do

something. Charlatans use the guise of con-

ducting a survey to invade privacy, gain entry

into hJmes, or "suggle" (sell in the guise of a

survey). I personally experienced- a type. of

pr"rrdort*ayknown as a "suppressionpoll" in

ih" tsS+U.S. election campaign' In this situa-

tion, an unknown survey organization tele-

phoned potential voters and asked whether the

lrot.t tnppotted a given candidate' If the voter

supported the candidate' the interviewer next

urk.d *h.ther the respondent would still sup-

port the candidate if he or she knew that the

iandidate had an unfavorable characteristic
(e.g., had been arrested for drunk driving, used

i]lJgd drugs, raised the wages of convicted



criminals in prison, etc.). The goal of the inter-
view was not to measure candidate support;
rather, it was to identify a candidate's support-
ers then attempt to suppress voting. Although
they are illegal, no one has been prosecuted for
using this campaign tactic.

Another ethical issue is when people misuse
survey results or use poorly designed or pur-
posely rigged surveys. Why does this occur? Peo-
ple may demand answers from surveys that
surveys cannot provide and not understand a
survey's limitations. Those who design and pre-
pare surveys may lack sufficient training to con-
duct a legitimate survey. Unfortunately, policy
decisions are sometimes made based on careless
or poorly designed surveys. They often result in
waste or human hardship. This is whylegitimate
researchers conducting methodologically rigor-
ous survey research are important.

The media report more surveys than other
types of social research, yet sloppy reporting of
survey,results permits abuse.2a Few people read-
ing survey results may appreciate it, but re-
searchers should include details about the survey
(see Box 7.10) to reduce the misuse of survey re-
search and increase questions about surveys that
lack such information. Survey researchers urge
the media to include such information, but it is
rarely included. Over 88 percent of reports on
surveys in the mass media fail to reveal the re-
searcher who conducted the survey, and only 18
percent provide details on how the survey was
conducted.2s Currently, there are no quality-
control standards to regulate the opinion polis
or surveys reported in the U.S. media. Re-
searchers have made unsuccessful attempts since
World War II to require adequate samples, in-
terviewer training and supervision, satisfactory
questionnaire design, public availability of re-
sults, and controls on the integrity ofsurvey or-
ganizations.26 As a result, the mass media report
both biased and misleading survey results and
rigorous, professional survey results without
making any distinction. It is not surprising that
public confusion and a distrust of all surveys
occur.
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1 . The sampling frame used (e.g., telephone direc-
tories)

2. The dates on which the survey was conducted
3. The population that the sample represents (e.g.,

U.S. adults, Australian college students, house-
wives in Singapore)

4. The size of the sample for which information was
collected

5. The sampling method (e.g., random)

6. The exact wording ofthe questions asked
7. The method of the survey (e.g., face to face,

telephone)

8. The organizations that sponsored the survey
(paid for it and conducted it)

9. The response rate or percentage of those con-
tacted who actually completed the question-
naire

10. Any missing information or "don't know" re-
sponses when results on specific questions are
reported

CONCLUSION

In this chapter, you learned about survey re-
search. You also leamed some principles ofwrit-
ing good survey questions. There are many
things to avoid and to include when writing
questions. You learned about the advantages and
disadvantages of three types of survey research:
mail, telephone interviews, and face-to-face in-
terviews. You saw that interviewing, especially
face-to-face interviewing, can be difficult.

Although this chapter focused on survey re-
search, researchers use questionnaires to measure
variables in other types of quantitative research
(e.g., experiments). The survey, often called the
sample survey because random sampling is usu-
ally used with it, is a distinct technique. It is a
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process of asking many people the same ques-
tions and examining their answers.

Survey researchers try to minimize errors,
but survey data often contain them. Errors in
surveys can compound each other. For example,
errors can arise in sampling frames, from nonre-
sponse, from question wording or order, and
from interviewer bias. Do not let the existence of
errors discourage you from using the survey,
however. Instead' learn to be very careful when
designing survey research and cautious about
generalizing from the results of surveys.
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See Dykema and Schaeffer (2000) and Sudman

and colleagues (199 6:197 --226 ).
See Ostrom and Gannon (1996).

See Bradburn (1983), Bradburn and Sudman

(1980), and Sudman and Bradburn (1983) on

threatening or sensitive questions. Backstrom and

Hursh-Cesar (1981:219) and Warwick and

Lininger ( 1975: 150-15 1 ) provide useful sugges-

tions as well.
5. On how "Who knows who lives here?" can be

complicated, see Martin (1999) and Tourangeau

etal. (1997).

6. For a discussion of the "don't know," "nq opin-

ion," and middle positions in response categories,

see Backstrom and Hursh-Cesar ( I 98 I : 148-149)'

Bishop (1987), Bradburn and Sudman (1988:

154), Brody (1986)' Converse and Presser

(1956:35-37), Duncan and Stenbeck (1988)' and

Sudman and Bradburn ( 1983: 140-14 1 ).
7. The disagree/agleeversus specific alternatives de-

bate can be found in Bradburn and Sudman
( 1988: 149-1 5 1 ), Converse and Presser ( 1986:38-

39), and Schuman and Presser tl98l:179-223)'

8. The ranking versus ratings issue is discussed in Al-

win and Krosnick ( 1985) and Krosnick and Alwin

(1988). Also see Backstrom and Hursh-Cesar

(1981:132-134) and Sudman and Bradburn

(1983:156-165) for formats of asking rating and

ranking questions.

9. See Foddy ( I 993) and Presser ( 1990).

10. Studies by Krosnick (1992) and Narayan and

Krosnick (1996) show that education reduces re-

sponse-order (primacy or recency) effects, but

z.
closed-ended question
computer-assisted telephone interviewing

(CATI)

context effect
contingency question
cover sheet
double-barreled question
floaters
frrll-filter question
funnel sequence
interview schedule
matrix question
open-ended question
order effects
partially open question
prestige bias
probe
quasi-filter question
response set
social desirability bias
standard-format question
threatening questions
wording effects

Endnotes

1. Sudman and Bradburn (1983:39) suggested that
even simple questions (e.g., "What brand of soft
drink do you usually buy?") can cause problems.



Kniiuper (1999) found that age is strongly associ-
ated with response-order effects.

11. This example comes from Strack (1992).
12. For a discussion, see Couper, Singer et al. (1998),

de Heer (1999), Keeter et al. (2000), Sudman and
Bradburn ( 1983:1 I ), and "Surveys Proliferate, but
Answers Dwindle," New York Times, October 5,
1990, p. 1. Smith (1995) and Sudman (1976:114-
116) also discuss refusal rates.

13. Bailey (1987:153-168), Church (1993), Dillman
(1978, 1983), Fox and colleagues (1988), Goyder
(1982), Heberlein and Baumgartner (1978, 1981),
Hubbard and Little (1988), Jones (1979), and
Willimack and colleagues (1995) discuss increas-
ing return rates in surveys

14. For a comparison among types of surveys, see
Backstrom and Hursh-Cesar ( 198 1 : 16-23), Brad-
burn and Sudman (1988:9,1-l l0), Dillman (1978:
39-78), Fowler (1984:61-73), and Frey (1983:27-
))  , ,

15. For more on survey research interviewing, see
Brenner and colleagues (1985), Cannell and Kahn
(1968), Converse and Schuman (1974), Dijkstra
and van der Zouwen (1982), Foddy (1993), Gor-
den (1980), Hyman (1975), and Moser and
Kalton (1972:27V302).

16. See Turner and Martin (1984:262-269,282).

CHAPTER 7 , /  SURVEY RESEARCH 199

17. From Moser and Kalton (1972:273).
18. The use ofprobes is discussed in Backstrom and

Hursh-Cesar (1981:266-27 3), Gorden (1980:36&-
390), and Hyman (1975:236-24t).

19. Report by Jacques Steinberg (2005). "Study Cites
Human Failings in Election Day Poll System,"
N ew York Times (l antary 20, 2005).

20. See Bradburn and Sudman (1980), Pollner and
Adams (L997), and Zane and Matsoukas ( 1979).

21. The race or ethnicity ofinterviewers is discussed
in Anderson and colleagues (1988), Bradburn
(1983), Cotter and colleagues (1982), Davis
(1997), Finkel and colleagues (1991), Gorden
(1980:168-172), Reese and colleagues (1986),
Schaffer (1980), Schuman and Converse (l97l),
and Weeks and Moore (1981).

22. See Catania and associates (1996) and Kane and
MacAulay (1993).

23. CATI is discussed in Bailey (1987 :201-202), Brad-
burn and Sudman (1988:100-101), Frey (1983:
24-25,143-149), Groves and Kahn (1979:226),
Groves and Mathiowetz (1984), and Karweit and
Meyers (1983).

24. On reporting survey results in the media, see
Channels (1993) and MacKeun (1984).

25. SeeSinger (1988).
26. From Turner and Martin 0984:62\.



Experimental Research

lntroduction

Research Questions Appropriate for an Experiment

Random Assignment

Why RandomlY Assign?

How to RandomlY Assign

Matching versus Random Assignment

Experimental Design Logic

The Language of ExPeriments

Types of Design

Design Notation

lnternal and External ValiditY

The Logic of Internal ValiditY

Threats to lnternal ValiditY

External Validity and Field Experiments

Practical Considerations

Planning and Pi lot-Tests

lnstructions to Subjects

PostexPeri ment lnterview

Results of Experimental Research: Making Comparisons

A Word on Ethics

Conclusion

200



INTRODUCTION

Experimental research builds on the principles
of a positivist approach more directly than do
the other research techniques. Researchers in the
natural sciences (e.g., chemistry and physics), re-
lated applied fields (e.g., agriculture, engineer-
ing, and medicine), and the social sciences
conduct experiments. The logic that guides an
experiment on plant growth in biology or testing
a metal in engineering is applied in experiments
on human social behavior. Although it is most
widely used in psychology, the experiment is
found in education, criminal justice, journalism,
marketing, nursing, political science, social
work, and sociology. This chapter focuses first
on the experiment conducted in a laboratory
under controlled conditions. then looks at ex-
periments conducted in the field.

The experiment's basic logic extends com-
monsense thinking. Commonsense experiments
are less careful or systematic than scientifically
based experiments. In commonsense language,
an experimenf is when you modify something in
a situation, then compare an outcome to what
existed without the modification. For example, I
try to start my car. To my surprise, it does not
start. I "experiment" by cleaning off the battery
connections, then tryto start it again. I modified
something (cleaned the connections) and com-
pared the outcome (whether the car started) to

Ithe previous situation (it did not start). I began
with an implicit "hypothesis"-a buildup of
crud on the connections is the reason the car is
not starting, and once the crud is cleaned off, the
car will start. This illustrates three things re-
searchers do in experiments: (1) begin with a hy-
pothesis, (2) modify something in a situation,
and (3) compare outcomes with and without the
modification.

Compared to the other social research tech-
niques, experimental research is the strongest for
testing causal relationships because the three
conditions for causality (temporal order, associ-
ation, and no alternative explanations) are best
met in experimental designs.
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Research Questions Appropriate for
an Experiment

The Issue of an Appropriate Technique. Some
research questions are better addressed using
certain techniques. New researchers often ask,
Which technique (e.g., experiments and sur-
veys) best fits which research question? There is
no easy answer, because the match between a re-
search question and technique is not fixed but
depends on informed judgment. You can de-
velop judgment from reading research reports,
understanding the strengths and weaknesses of
different techniques, assisting more experienced
researchers with their research, and gaining
practical experience.

R e s e ar ch Qu e sti o n s for Exp er iment al Re s e ar ch.
The experiment allows a researcher to focus
sharply on causal relations, and it has practical
advantages over other techniques, but it also has
limitations. The research questions most appro-
priate for an experiment fit its strengths and lim-
itations.

The questions appropriate for using an ex-
perimental logic confront ethical and practical
limitations of intervening in human affairs for
research purposes. It is immoral and impossible
to manipulate many areas of human life for re-
search purposes. The pure logic of an experi-
ment has an experimenter intervene or induce a
change in some focused part of social life, then
examine the consequences that result from the
change or intervention. This usually means that
the experiment is limited to research questions
in which a researcher is able to manipulate con-
ditions. Experimental research cannot answer
questions such as, Do people who complete a
college education increase their annual income
more than people who do not? Do children
raised with younger siblings develop better lead-
ership skills than children without siblings? Do
people who belong to more organizations vote
more often in elections? This is because an ex-
perimenter often cannot manipulate conditions
or intervene. He or she cannot randomly assign
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thousands to attend college and prevent others
from attendingto discoverwho later earns more
income. He or she cannot induce couples to
have either many children or a single child so he
or she can examine how leadership skills develop
in children. He or she cannot compel people to
join or quit organizations then see whether they
vote. Experimenters are highly creative in simu-
lating such interventions or conditions, but they
cannot manipulate many of the variables of in-
terest to fit the pure experimental logic.

The experiment is usually best for issues
that have a narrow scope or scale. This strength
allows experimenters to assemble and "run"
many experiments with limited resources in a
short period. Some carefully designed experi-
ments require assembling only 50 or 60 volun-
teers and can be completed in one or two
months. In general, the experiment is better
suited for micro-level (e.g., individual or small-
group phenomena) than for macro-level con-
cerns or questions. Experiments can rarely
address questions that require looking at condi-
tions across an entire society or across decades.
The experiment also limits one's ability to gen-
eralize to larger settings (see External Validity
and Field Experiments later in this chapter).

Experiments encourage researchers to iso-
late and target the impact that arises from one or
a few causal variables. This strength in demon-
strating causal effects is a limitation in situations
where a researcher tries to examine numerous
variables simultaneously. The experiment is
rarely appropriate for research questions or is-
sues that require a researcher to examine the im-
pact of dozens of diverse variables all together.
Although the accumulated knowledge from
many individual experiments, each focused on
one or two variables, advances understanding,
the approach of expermimental research differs
from doing research on a highly complex situa-
tion in which one examines how dozens of vari-
ables operate simultaneously.

Often, researchers study closely related top-
ics using either an experimental or a nonexperi-

mental method. For example, a researcher may
wish to study attitudes toward people in wheei-
chairs. An experimenter might ask people to re-
spond (e.g., Would you hire this person? How
comfortable would you be if this person asked
you for a date?) to photos of some people in
wheelchairs and some people not in wheelchairs.
A survey researcher might ask people their opin-
ions about people in wheelchairs. The field re-
searcher might observe people's reactions to
someone in a wheelchair, or the researcher him-
self or herself might be in wheelchair and care-
fully note the reactions of others.

RANDOM ASSIGNMENT

Social researchers frequently want to compare.
For example, a researcher has two groups of 15
students and wants to compare the groups on
the basis of a key difference between them (e.g.,
a course that one group completed). Or a re-
searcher has five groups of customers and wants
to compare the groups on the basis of one char-
acteristic (e.g., geographic location). The clich6,
"Compare apples to apples, don't compare ap-
ples to oranges," is not about fruit; it is about
comparisons. It means that a valid comparison
depends on comparing things that are funda-
mentally alike. Random assignment facilitates
comparison in experiments by creating similar
groups.

When making comparisons, researchers
want to compare cases that do not differ with re-
gard to variables that offer alternative explana-
tions. For example, a researcher compares two
groups of students to determine the impact of
completing a course. In order to be compared,
the two groups must be similar in most respects
except for taking the course. If the group that
completed the course is also older than the
group that did not, for example, the researcher
cannot determine whether completing the
course or being older accounts for differences
between the groups.



Why Randomly Assign?

Random assignment is a method for assigning
cases (e.g., individuals, organizations, etc.) to
groups for the purpose of making comparisons.
It is a way to divide or sort a collection of cases
into two or more groups in order to increase
one's confidence that the groups do not differ in
a systematic way. It is a mechanical method; the
assignment is automatic, and the researcher can-
not make assignments on the basis of personal
preference or the features ofspecific cases.

Random assignment is random in a statisti-
cal or mathematical sense, not in an everyday
sense. In everyday speech, random means un-
planned, haphazard, or accidental, but it has a
specialized meaning in mathematics. In proba-
bility theory, random describes a process in
which each case has a known chance of being
selected. Random selection lets a researcher ca'-
culate the odds that a specific case will be sorted
into one group over another. Random means a
case has an exactly equal chance ofending up in
one or the other group. The great thing about a
random process is that over many separate ran-
dom occurrences, predictable things happen.
Although the process itself is entirely due to
chance and does not allow predicting a specific
outcome at one specific time, it obeys mathe-
matical laws that makes very accurate predic-
tions possible when conducted over a large
number of situations.

Random assignment or randomization is
unbiased because a researcher's desire to con-
firm a hypothesis or a research subject's personal
interests do not enter into the selection process.
IJnbiased does not mean that groups with iden-
tical characteristics are selected in each specific
situation of random assignment. Instead, it says
that the probability of selecting a case can be
mathematically determined, and, in the long
run, the groups will be identical.

Sampling and random assignment are
processes of selecting cases for inclusion in a
study. When a researcher randomly assigns, he
or she sorts a collection of cases into two or more
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groups using a random process. In random sam-
pling, he or she selects a smaller subset of cases
from a larger pool ofcases (see Figure 8.1). Ide-
ally, a researcher will both randomly sample and
randomiy assign. He or she can first sample to
obtain a smaller set of cases (e.g., 150 people out
of 20,000) and then use random assignment to
divide the sample into groups (e.g., divide the
150 people into three groups of 50). Unfortu-
nateln few social science experimenters use ran-
dom samples. Most begin with a convenience
sample then randomly assign.

How to Randomly Assign

Random assignment is very simple in practice. A
researcher begins with a collection of cases (in-
dividuals, organizations, or whatever the unit of
analysis is), then divides it into two or more
groups by a random process, such as asking peo-
ple to count off, tossing a coin, or throwing dice.
For example, a researcher wants to divide 32
people into two groups of 16. A random method
is writing each person's name on a slip of paper,
putting the slips in a hat, mixing the slips with
eyes closed, then drawing the first 16 names for
group 1 and the second 16 for group 2.

Matching versus Random Assignment

You might ask, If the purpose of random assign-
ment is to get two (or more) equivalent groups,
would it not be simpler to match the character-
istics of cases in each group? Some researchers
match cases in groups on certain characteristics,
such as age and sex. Matching is an alternative to
random assignment, but it is an infrequently
used one.

Matching presents a problem: What are the
relevant characteristics to match on, and can one
locate exact matches? Individual cases dif[er in
thousands of ways, and the researcher cannot
know which might be relevant. For example, a
researcher compares two groups of 15 students.
There are 8 males in one group, which means
there should be 8 males in the other group. Two
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males in the first group are only children; one ls

from a divorced famrly, one from an intact fam-

ilv. Orr" is tall, slender, and Jewish; the other is

,ilort, h"a,ry, and Methodist' In order to match

sroups, does the researcher have to find a tall

i"*tft male only child from a divorced home

and a short Methodist male only child from an

intact home? The tall, slender, Jewish male only

child is 22yearsold and is studying to become a

physician. the short, heavy Methodist male is 20

years old and wants to be an accountant' Does

ih. t.s"arch.r also need to match the age and ca-

reer aspirations of the two males? True matching

soon becomes an imPossible task'

EXPERIMENTAL DESIGN LOGIC

The Language of ExPeriments

Experimental research has its own language or

,et of ter*s and concepts' You already encoun-

i.r.a tn. basic ideas: iandom assignment and

independent and dependent variables' In exper-

imental research, the cases or people used in re-

search projects and on whom variables are

measured are called the subjects'

Parts of theExperiment' We can divide the ex-

periment into seven parts' Not all experiments

FIcURE 8.1 Random Assignment and Random Sampling

Random SamPling

Random
Process

--+

Random Assignment

Step 1: Begin with a collection of subiects'

Step 2: Devise

Step 3: Assign

a method to randomize that is purely mechanical (e'g'' tlip a coin)'

sublects with "Heads" to one group and 'Tails" to the other group

-E_ +
V ^dr|  a

Population (SamPling Frame) Sample

Control GrouP
Experimental GrouP



have all these parts, and some have all seven
parts plus others. The following seven, to be dis-
cussed here, make up a true experiment:

1. Treatment or independent variable
2. Dependent variable
3. Pretest
4. Posttest
5. Experimental group
6. Controlgroup
7. Random assignment

In most experiments, a researcher creates a
situation or enters into an ongoing situation,
then modifies it. The treatment (or the stimulus
or manipulation) is what the researcher modi-
fies. The term comes from medicine, in which a
physician administers a treatment to patients;
the physician intervenes in a physical or psycho-
logical condition to change it. It is the indepen-
dent variable or a combination of independent
variables. In earlier examples of measurement, a
researcher developed a measurement instru-
inent or indicator (e.g., a survey question), then
applied it to a person or case. In experiments, re-
searchers "measure" independent variables by
creating a condition or situation. For example,
the independent variable is "degree of fear or
anxiety"; the levels are high fear and low fear. In-
stead of asking subjects whether they are fearful,
experimenters put subjects into either a high-
fear o.-r a low-fear situation. They measure the in-
dependent variable by manipulating conditions
so that some subjects feel a lot of fear and others
feel little.

Researchers go to great lengths to create
treatments. Some are as minor as giving difFerent
groups of subjects different instructions. Others
can be as complex as putting subjects into situa-
tions with elaborate equipment, staged physical
settings, or contrived social situations to manip-
ulate what the subjects see or feel. Researchers
want the treatment to have an impact and pro-
duce specific reactions, feelings, or behaviors.

Dependent variables or outcomes in experi-
mental research are the physical conditions, so-
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cial behaviors, attitudes, feelings, or beliefs of
subjects that change in response to a treatment.
Dependent variables can be measured by paper-
and-pencil indicators, observation, interviews,
or physiological responses (e.g., heartbeat or
sweating palms).

Frequently, a researcher measures the de-
pendent variable more than once during an ex-
periment. The pretest is the measurement of the
dependent variable prior to introduction of the
treatment. The posttest is the measurement of
the dependent variable after the treatment has
been introduced into the experimental situation.

Experimental researchers often divide sub-
jects into two or more groups for purposes of
comparison. A simple experiment has two
groups, only one of which receives the treat-
ment. The experimental group is the group that
receives the treatment or in which the treatment
is present. The group that does not receive the
treatment is called the control group. When the
independent variable takes on many different
values, more than one experimental group is
used.

We can review the variables in the three ex-
periments used as examples in previous chap-
ters. In Chapter 2 you read about an experiment
by Brase and Richmond (200a) about doctor-
patient interactions and perceptions. After ran-
dom assignment, subjects saw same- and oppo-
site-gender models identified as being medical
doctors but who wore either informal or for-
mal/traditional attire (independent variable).
The experimenters then measured the subjects'
judgments about trust in the physican and the
physician's abilities (dependent variable). In
Goar and Sell's (2005) experiment about mixed
race task groups described in Chapter 4, ran-
domly assigned three-person groups were told
they were either to a complete complex task re-
quiring diverse skills or not (independent vari-
able). The experimenters measured the time it
took the group to complete a task and involve-
ment by group members of different races (de-

pendent variable). In the study on college
women with tattoos discussed in Chapter 5 by
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Hawkes, Senn, and Thorn (2004), randomly as-
signed subjects were asked to read one of five
scenarios about a 22-yeat-old college student
woman who had a tattoo (independent vari-
able). The experimenters then measured the
subjects' feelings about the woman and tattoo
using a semantic differential, a Feminist scale,
and a Women's Movement and Neosexisms
scale (dependent variables).

Steps in Conilucting an Experiment. Fol-
lowing the basic steps of the research process, ex-
perimenters decide on a topic, narrow it into a'

testable research problem or question, then de-
velop a hypothesis with variables. Once a re-
r.urih"t has the hlpothesis' the steps of
experimental research are clear.

A crucial early step is to plan a specific ex-
perimental design (to be discussed). The re-
searcher decides the number of groups to use,
how and when to create treatment conditions,
the number of times to measure the dependent
variable, andwhat the groups of subjects will ex-
perience from beginning to end. He or she also
develops measures of the dependent variable
and pilot-tests the experiment (see Box 8.1).

The experiment itself begins after a re-

searcher locates subjects and randomly assigns
them to groups. Subjects are given precise, pre-
planned instructions. Next, the researcher mea-
iures the dependent variable in a pretest before
the treatment. One group is then exposed to the
treatment. Finally, the researcher measures the
dependent variable in a posttest. He or she also
interviews subjects about the experiment before
they leave. The researcher records measures of

the dependent variable and examines the results
for each group to see whether the hypothesis re-
ceives support.

Control in Experimmts. Control is crucial in

experimental research. A researcher wants to
control all aspects of the experimental situation
to isolate the effects of the treatment and elimi-
nate alternative explanations. Aspects of an ex-
perirnental situation that are not controlled by

1 . Begin with a straightforward hypothesis appro-

priate to the experimental research.

2. Decide on an experimental design that will test

the hypothesis within practical limitations.

3. Decide how to introduce the treatment or cre-

ate a situation that induces the independent

variable.

4. Develop a valid and reliable measure of the de-

pendent variable. I
5. Set up an experimental setrting and conduct a pi-

lot test of the treatment and dependent vari-

able measures

6. Locate appropriate subjects or cases.

Z. Randomly assign subjects to groups (if random

assignment is used in the chosen research de-

sign) and give careful instructions'

8. Cather data for the pretest measure ofthe de-

pendent variable for all groups (if a pretest is

used in the chosen design).

9. Introduce the treatment to the experimental

group only (or to relevant groups if there are

multiple experimental groups) and monitor all

groups.

I 0. Gather data for posttest measur€ of the depen-

dent variable.

11 . Debrief the subjects by informing them of the

true purpose and reasons for the experiment'

Ask subjects what they thought was occurring'

Debriefing is crucial when subjects have been

deceived about some aspect ofthe experiment'

1 2. Examine data collected and make comparisons

between different groups. Where appropriate'

use statistics and graphs to determine whether

or not the hypothesis is supported'

the researcher are alternatives to the treatment

for change in the dependent variable and under-

mine his or her attempt to establish causality de-

finitively.



Experimental researchers use deception to
control the experimental setting. Deception oc-
g,urs when the researcher intentionally misleads
subjects through written or verbal instructions,
the actions of others, or aspects of the setting. It
may involve the use of confederates or stooges-
people who pretend to be other subjects or
bystanders but who actually work for the re-
searcher and deliberately mislead subjects.
Through deception, the researcher tries to con-
trol what the subjects see and hear and what they
believe is occurring. For example, a researcher's
instructions falsely lead subjects to believe that
they are participating in a study about group co-
operation. In fact, the experiment is about
male/female verbal interaction, and what sub-
jects say is being secretly tape recorded. Decep-
tion lets the researcher control the subjects'
definition of the situation. It prevents them from
altering their cross-sex verbal behavior because
they are unaware of the true research topic. By
focusing their attention on a false topic, the re-
searcher induces the unaware subjects to act
"naturally." For realistic deception, researchers
may invent false treatments and dependent vari-
able measures to keep subjects unaware of the
true ones. The use of deception in experiments
raises ethical issues (to be discussed).

Types of Design

Researchers combine parts of an experiment
(e.g., pretests, control groups) etc.) together into
an experimental design. For example, some de-
signs lack pretests, some do not have control
groups, and others have many experimental
groups. Certain widely used standard designs
have names.

You should learn the standard designs for
two reasons. First, in research reports, re-
searchers give the name of a standard design in-
stead of describing it. When reading reports, you
will be able to understand the design of the ex-
periment if you know the standard designs. Sec-
ond, the standard designs illustrate common
ways to combine design parts. You can use them
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for experiments you conduct or create your own
variations.

The designs are illustrated with a simple ex-
ample. A researcher wants to learn whether wait
staff (waiters and waitresses) receive more in tips
if they first introduce themselves by first name
and return to ask "Is everything fine?" 8 to l0
minutes after delivering the food. The dependent
variable is the size of the tip received. The study
occurs in two identical restaurants on different
sides of a town that have had the same types of
customers and average the same amount in tips.

Classical Experimental Design. All designs are
variations of the classical experimental design, the
type of design discussed so far, which has ran-
dom assignment, a pretest and a posttest, an ex-
perimental group, and a control group.

Example. The experimenter gives 40 newly
hired wait staff an identical two-hour training
session and instructs them to follow a script in
which they are not to introduce themselves by
first name and not to return during the meal to
check on the customers. They are next randomly
divided into two equal groups of 20 and sent to
the two restaurants to begin employrnent. The
experimenter records the amount in tips for
all subjects for one month (pretest score). Next,
the experimenter "retrains" the 20 subjects at
restaurant I (experimental group). The experi-
menter instructs them henceforth to introduce
themselves to customers by first name and to
check on the customers, asking, "Is everything
fine?" 8 to 10 minutes after delivering the food
(treatment). The group at restaurant 2 (control
group) is "retained" to continue without an in-
troduction or checking during the meal. Over
the second month, the amount of tips for both
groups is recorded (posttest score).

Preexperimental Designs. Some designs lack
random assignment and are compromises or
shortcuts. These preexperimental designs ate used
in situations where it is difficult to use the classi-
cal design. They have weaknesses that make in-
ferring a causal relationship more difficult.
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One-Shot Case Study Design. Also called the
one-group posttest-only design, the one-shot
case study design has only one group' a treat'
ment, and a posttest. Because there is only one
group, there is no random assignment'

Example. The experimenter takes a group of 40
newly hired wait staff and gives all a two-hour
training session in which they are instructed to
introduce themselves to customers by first name
and to check on the customers, asking, "Is every-
thing fine?" 8 to 10 minutes after delivering the
food (treatment). All subjects begin employ-
ment, and the experimenter records the amount
in tips for all subjects for one month (posttest

score).

One- Gr oup Pretest-P osttest D esign' This design
has one group, a pretest, a treatment, and a
posttest. It lacks a control group and random as-
signment.

Example. The experimenter takes a group of 40
newly hired wait staff and gives all a two-hour
training session. They are instructed to follow a
script in which they are not to introduce them-
selves by first name and not to return during the
meal to check on the customers. All begin em-
ployment, and the experimenter records the
amount in tips for all subjects for one month
(pretest score). Next, the experimenter "re-

tiains" all40 subjects (experimental group). The
experimenter instructs the subjects henceforth
to introduce themselves to customers by first
name and to check on the customers, asking, "Is

everything fine?" 8 to 10 minutes after delivering
the food (treatment). Over the second month'
the amount of tips is recorded (posttest score).

This is an improvement over the one-shot
case study because the researcher measures the
dependent variable both before and after the
treatment. But it lacks a control group. The re-
searcher cannot know whether something other
than the treatment occurred between the pretest
and the posttest to cause the outcome.

Static Group Comparison. Also called the
posttest-only nonequivalent group design, stati c
group comparlsor has two groups' a posttest, and
treatment. It lacks random assignment and a
pretest. A weakness is that any posttest outcome
diff"re.tce between the groups, could be due to
group differences prior to the experiment in-

stead of to the treatment.

Example. The experimenter gives 40 newly
hired wait staff an identical two-hour training
session and instructs them to follow a script in

which they are not to introduce themselves by *
first name and not to return during the meal to

check on the customers. They can choose one of

the two restaurants to work at, so long as each
restaurant ends up with 20 people"rAll begin em-
ployment. After one month, the experimenter
nretrains" the 20 subjects at restaurant I (exper-

imental group). The experimenter instructs
them henceforth to introduce themselves to cus-
tomers by first name and to check on the cus-
tomers, asking, "Is everlthing fine?" 8 to 10
minutes after delivering the food (treatment).

The group at restaurant 2 (control group) is "re-

tained" to continue without an introduction or

checking during the meal. Over the second
month, the amount of tips for both groups is

recorded (posttest score).

Quasi-Experimental anil Special Designs,
These designs, like the classical design, make
identifying a causal relationship more certain
than do preexperimental designs. Quasi-erperi-
mental designs help researchers test for causal re-

lationships in a variety of situations where the
classical design is difficult or inappropriate. They
are called quasl because they are variations of the
classical experimental design. Some have ran-
domization but lack a pretest, some use more
than two groups, and others substitute many ob-

servations of one group over time for a control
group. In general, the researcher has less control
over the independent variable than in the classi-
cal design (see Table 8.1)'
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T A B t E 8 . 1 A Comparison of the Classical Experimental Design with Other Major Designs

Classical

One-Shot Case Study

One-Group Pretest Postest

Static Group Comparison

Two-Group Posttest Only

Time Series Designs

Yes

Yes

Yes

Yes

No

Yes

Yes

No

No No

Yes

Yes

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

No

No

Yes

No

No

No

Yes

Yes

Yes

Yes

Two-Group Posttest-Only Design. This is iden-
tical to the static group comparison, with one
exception: The groups are randomly assigned. It
has all the parts ofthe classical design except a
pretest. The random assignment reduces the
chance that the groups differed before the treat-
ment, but without a pretest, a researcher cannot
be as certain that the groups began the same on
the dependent variable.

In a study using a two-group posttest-only
design with random assignment, Rind and
Strohmetz (1999) examined messages about a
upcoming speqial written on the back of cus-
tomers' checls. The subjects were 8l dining par-
ties eating at an upscale restaurant in New |ersey.
The treatment was whether a female server
wrote a message about an upcoming restaurant
special on the back ofa check and the dependent
variable was the size of tips. The server with two
years'experience was given a randomly shuffled
stack of cards, half of which said No Message
and half of which said Message. |ust before she
gaye a customer his or her check, she randomly
pulled a card from her pocket. If it said Message,
she wrote about an upcoming special on the
back of the customer's check. If it said No Mes-
sage, she wrote nothing. The experimenters
recorded the amount of the tip and the number
of people at the table. They instructed the server

to act the same toward all customers. The results
showed that higher tips came from customers
who received the message about upcoming
specials.

Interrupted Time Series. In an interrupted time
series design, a researcher uses one group and
makes multiple pretest measures before and af-
ter the treatment. For example, after remaining
level for many years, in 1995, cigarette taxes
jumped 35 percent. Taxes remained relatively
constant for the next 10 years. The hypothesis is
that increases in taxes lower cigarette consump-
tion. A researcher plots the rate ofcigarette con-
sumption for 1985 through 2005. The researcher
notes that cigarette consumption was level dur-
ing the 10 years prior to the new taxes, then
dropped in 1995 and stayed about the same for
the next 10 years.

Equivalent Time Series. An equivalent time se-
ries is another one-group design that extends
over a time period. Instead of one treatment, it
has a pretest, then a treatment and posttest, then
treatment and posttest, then treatment and
posttest, and so on. For example, people who
drive motorcycles were not required to wear hel-
mets before 1985, when a law was passed requir-
ing helmets. In 1991, the law was repealed
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because of pressure from motorcycle clubs' The

helmet la* was reinstated in 2003' The re-

seatcher's hypothesis is that wearing protective

helmets loweis the number of head injury deaths

in motorcycle accidents' The researcher plots

head injury death rates in motorcycle accidents

over time. The rate was very high prior to 1985'

dropped sharply between 1985 and 1991' then

returned to pie-1985 levels between 1991 and

2003, then dropped again from 2003 to the

present.

Latin Square Designs. Researchers interested in

how several treatments given in different se-

quences or time orders affect a dependent vari-

ubl..utt nt. aLatin square design For example, a

junior high school geography instructor has

ihree units to teach students: map reading, using

a compass, and the longitude/latitude (LL) sys-

tem. The units can be taught in any order' but

the teacher wants to know which order most

helps students learn. In one class, students first

learn to read maps, then how to use a compass'

then the LL system. In another class, using a

compass comes first, then map reading, then the

LL system. In a third class, the instructor first

teaches the LL system, then compass usage, and

ends with map reading. The teacher gives tests

after each unit, and students take a comprehen-

sive exam at the end of the term. The students

were randomly assigned to classes, so the in-

structor can see whether presenting units in one

sequence or another resulted in improved

learning.

Solomon Four-Group Design A researcher may

believe that the pretest measure has an influence

on the treatment or dependent variable' A

pretest can sometimes sensitize subjects to the

ireatment or improve their performance on the

posttest (see the discussion of testing effect to

iome). Richard L. Solomon developed the

Solomon four - group design to address the issue of

pretest eifects. It iombines the classical experi-

mental design with the two-group posttest-only

design and iandomly assigns subjects to one of

four groups. For example, a.mental health

.orkei wunts to determine whether a new train-

ing method improves clients' coping skills' The

wJrker measures coping skills with a 20-minute

test of reactions to stressful events' Because the

clients might learn coping skills from taking the

test itself, 
-a 

Solomon four-group design is used'

The mental health worker randomly divides

clients into four goups. Two groups receive the

pretest; one of them gets the 
-new.training

method and the other gets the old method' An-

other two groups receive no pretes! one ofthem

gets the new method and the other the old

irethod. All four groups are given the samer'

posttest and the posttest results are compared' If

ih. t*o treatment (new method) groups have

similar results, and the two control (old

method) grouPs have similar results, then the

mental freimr worker knows'pretest learning is

not a problem. If the two groups with a pretest
(one treatment, one control) differ from the two

groups without a pretest, then the worker con-

it ra.t that the pretest itself may have an effect

on the dePendent variable.

Factorial Designs' Sometimes, a research ques-

tion suggests iooking at the simultaneous effects

of moii than one independent variatrle' A

factorial design lses two or more independent
'variables in combination. Every combination of

the categories in variables (sometimes called

factors) ii examined. When each variable con-

iains several categories, the number of combina-

tions grows very quickly. The treatment or

manipirlation is not each independent variable;

rathei, it is each combination of the categories'

The treatments in a factorial design ca-n have

two kinds of effects on the dependent variable:

main effects and interaction effects' OnLy main

fficts are present in one-factor or single-treat-

ment designs. In a factorial design' specific com-

binations of independent variable categories can

also have an effect. They are calledinteraaion ef-

fectsbecaasethe categories in a combination in-

ieract to produce an effect beyond that of each

variable alone.
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F lG U R E 8 .2 Blame, Resistance, and Schema: Interaction Effect

Fights Submits

victim Tries to Fight ofi the Rapist (Resistance)
* Sexschema
...1}..  Powerschema

Interaction ef[ects are illustrated in Figure
8,2, which uses data from a study by Ong and
Ward (1999). As part of a study of 128 female
undergraduates at the National University of
Singapore, Ong and Ward measured which of
two major ways subjects understood the crime
of rape. Some of the women primarily under-
stood it as sex and due to the male sex drive (sex
schema); others understood it as primarily an
act of male power and domination of a woman
(power schema). The researchers asked the sub-
jects to read a realistic scenario about the rape of
a college student at their university. One ran-
domly selected group ofsubjects read a scenario
in which the victim tried to fight offthe rapist. In
the other set, she passively submitted. The re-
searchers next asked the subjects to evaluate the
degree to which the rape victim was at blame or
responsible for the rape.

Results showed that the women who held
the sex schema (and who also tended to embrace
traditionalist gender role beliefs) more strongly
blamed the victim when she resisted. Blame de-
creased if she submitted. The women who held a
power schema (and who also tended to be non-
traditionalists) were less likely to blame the vic-
tim if she fought. They blamed her more if she
passively submitted. Thus, the subjects' re-
sponses to the victim's act of resisting the attack
varied by, or interacted with, their understand-

ing of the crime of rape (i.e., the rape schema
held by each subject). The researchers found that
two rape schemas caused subjects to interpret
yictim resistance in opposite ways for the pur-
pose of assigning responsibility for the crime.

Researchers discuss factorial design in a
shorthand way. A "two by three factorial design"
is written 2 x 3.It means that there are two
treatments, with two categories in one and three
categories in the other. A 2 X 3 X 3 design
means that there are three independent vari-
ables, one with two categories and two with
three categories each.

The previously discussed experiment by
Hawkes, Seen, and Thorn (2004) on tattoos
among college women used a 3 x 2 x 2 x 2 x 2
factorial design. The firll study considered four
independent variables, one with three categories'
the rest having two categories, and it had three
measures of the dependent variable. The depen-
dent variable measures included a Semantic
Differential measure (which contained three di-
mensions). In addition, experimenters had
subjects complete a Neosexism measure (an 1l-
item, 5-point Likert Scale statements summed
into an index) and a measure of Feminism and
Women's Movement Support (a l0-item, 5-
point Likert Scale summed into an index). The
experimenters manipulated two independent
variables in the descriptions ofthe tattoo read by
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subjects: (i) whether the woman had no tattoo'

a tattoo smaller than a Canadian $1 coin' or

larger than a $1 coin; and (2) the tattoo's visib-

lity as always hidden versus always hidden. Two

independent variables were not manipulated but

were preexisting characteristics of researcher

subjects, (3) whether the subject him/herself had

a tattoo or not, and ( ) the subject's gender' The

study included263 subjects, I22 males and 146

females, of them 43 (or 16 percent) had a tattoo'

The study results showed that subjects

viewed college women without a tattoo more

positivity and female subjects were more posi-

tive toward a college woman having a tattoo

than male subiects. There was also a significant

effect forvisibility, with more favorable attitudes

for a nonvisible tattoo' Generally' subjects who

had tattoos themselves were more favorable to-

ward the woman having a tattoo. Size of tattoo

had little effect. Men and women with a tattoo

were more favorable, regardless of tattoo size'

while those without a tattoo were negative' In

addition, gender made no difference toward size

of tattoo. The experiment had many specific

findings for each combination of the five inde-

pendent variables. One specific finding was that

iemale subjects who had a tattoo themselves

were least likely to react negatively to alatget ta|-

too. Results from the attitude measures suggest

that "the tattooed woman may be seen by some

as flaunting her freedom from gender norms or

as threateningwomen's traditional place in soci-

ety'' (Hawkes, Seen, and Thorn 2004:603).

Design Notation

Experiments can be designed in many ways'

Design notation is a shorthand system for sym-

bolizing the parts of experimental design' Once

you learn design notation, you will find it easier

to think about and compare designs. For exam-
ple, design notation expresses a comple5 p^ara-

graph-long description of the parts of, an

ixperiment in five or six symbols arranged in

twb Hnes. It uses the following symbols: O =

observation of dependent variable; X = treat-

ment, independent variable; R = random assign-

ment. The Os are numbered with subscripts

from left to right based on time order. Pretests

are 01, posttests 02' When the independent
variable has more than two levels, the Xs are

numbered with subscripts to distinguish among

them. Symbols are in time order from left to

right. The R is first, followed by the pretest, the

triatment, and then the posttest. Syrnbols are

arranged in rows, with each row representing a

group of subjects. For example, an experiment

-ith1ttt.. 
groups has an R (if random assign-

ment is ,tt.d;, foilo*"d by three rows of Os and 1
Xs. The rows are on top of each other because

the pretests, treatment, and posttest occur in

"u.h 
gtonp at about the same time. Table 8'2

gives the notation for many standard experi-

mental designs.

.ry'€

INTERNAL AND EXTERNAL
VALIDITY

The Logic of Internal ValiditY

Internal validifT means the ability to eliminate al-

ternative explanations of the dependent variable'

Variables, other than the treatment' that affect

the dependent variable are threats to internal va-

lidity. They threaten the researcher's ability to say

that the treatment was the true causal factor pro-

ducing change in the dependent variable' Thus,

the logic of internal validity is to rule out vari-

ables other than the treatment by controlling ex-

perimental conditions and through experimental

designs. Next, we examine major threats to inter-

nal validity.

Threats to Internal ValiditY

The following are nine common threats to inter-

nal validity.l

Selection Bias. Selection bias is the threat that

research participants will not form equivalent
groups. It is a problem in designs without ran-
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TABLE'8.2 Summaryof Experimental  Designswith Notat ion

Classical experimental design *  r3
Preexperimenta I D esi gns
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One-group pretest-posttest

Static group comparison
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o
o

Quasi -Experi mental D esigns
Two-group posttest only
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Equivalent t ime series
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X

X

o
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o
o
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dom assignment. It occurs when subjects in one
experimental group have a characteristic that af-
fects the dependent variable. For example, in an
experiment on physical aggressiveness, the treat-
ment group unintentionally contains subjects
who are football, rugby, and hockey players,
whereas the control group is made up of musi-
cians, chess players, and painters. Another ex-
ample is an experiment on the ability of people

to dodge heavy traffic. All subjects assigned to
one group come from rural areas, and all sub-
jects in the other grew up in large cities. An ex-
amination of pretest scores helps a researcher
detect this threat, because no group differences
are expected.

History. This is the threat that an event unre-
lated to the treatment will occur during the ex-
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Deriment and influence the dependent variable'

Hktory ,ltcttare more likely in experiments that

continue over a long time period' For example'

halfi,vay through a two-week experiment to 
"".u1-

uate subjects' attitudes toward space trav.el' a

,pu.".ruh explodes on the launch pad, killing

the astronauts. The history effect can occur ln

the cigarette tax example discussed earlier (see

the discussion of interrupted time-series de-

sign). If a public antismoking campaign or^re-

diced cigaiette advertising also began in 1989' it

would b"e hard to say that higher taxes caused

less smoking.

Maturation. This is the threat that some bio-

logical, psychological, or emotional process

*iitrin the subjects and separate from the treat-

ment will change over time. Maturahon $ more

common in e>rferiments over long time periods'

For example, during an experiment on reason-

ing ability, subjects become bored and sleepy

*"d, u, a result,'score lower. Another example is

an experiment on the styles of children's playbe-

tween grades 1 and 6. Play styles are affected by

physicil, emotional' and maturation changes
',hu, o..o, as the children grow older, instead of

or in addition to the effects of a treatment' De-

signs with a pretest and control group help re-

,elarchers delermine whether maturation or

history effects are present, because both experi-

mental and control grouPs will show similar

changes over time'

Testing. Sometimes, the pretest me-asure itself

affectsin experiment. This testing effect thteat-

ens internal validity because more than the treat-

ment alone affects the dependent variable' The

Solomon four-group design helps a researcher

detect testing effects. For example, a researcher

eives students an examination on the first day of

Ilass. The course is the treatment' He or she tests

learning by giving the same exam on the last day

of class. If subjects remember the pretest ques-

tions and this affects what theylearned (i'e'' paid

attention to) or how they answered questions on

the posttest, a testing effect is present' Iftesting

effects occur' a researcher cannot say that the

treatment alone has affected the dependent

variable.

Instrumentation. This threat is related to reli-

ability. It occurs when the instrument or depen-

dent variable measure changes during the

experiment. For example, in a weight-Ioss ex-

periment, the springs on the scale weaken during

the e"p.ri-"ttt, gil ittg lower readings in the

p""t.t,. Anotherixample might have occurred

in un e"p.riment by Bond and Anderson (1987)

on the reluctance to transmit bad news' The ex- n
perimenters asked subjects to tell another per-
'son the results of an intelligence test and varied

the test results to be either well above or well be-

low average. The dependent variable was the

length of time it took to tell the test taker the re-

,olir. So-. subjects were told that the session

was being videotaped. During the experiment'

tne viaeJequipment failed to work for one sub-

iect. If it had iailed to work for more than one

.subiect or had worked for only part of the ses-

sion, the experiment would have had instru-

-"rriutiott 
pioblems. (By the way, subjects took

iong.. to deliver bad news only if they thought

the| were doing so publicly-that is' being

videotaPed')

Mortatity. Mortality, or attritiort, arises when

,o-. ,rr61..ts do not continue throughout the

experiment. Although the wotd mortality means

death, it does not necessarily mean that subjects

have died. Ifa subset ofsubjects leaves partway

through an experiment, a researcher cannot

k ro*"*hether ihe results would have been dif-

ferent had the subjects stayed' For example' a re-

searcher begins a weight-loss program with 50

subjects. Atlhe end of the program' 30 remain'

eacir of whom lost 5 pounds with no side effects'

The 20 who left could have differed from the 30

who stayed, changing the results'-Maybe the

oronru- was effeclive for those who left' and

in"f *itnat"w after losing 25 pounds' 9: 
p"t-

haps the program made subjectssick and forced

them to [uit' Researchers should notice and re-



port the number of subjects in each group dur-
ing pretests and posttests to detect this threat to
internal validity.

Statistical Regression, Statistical regression is
not easy to grasp intuitively. It is a problem of
extreme values or a tendency for random errors
to move group results toward the average. It can
occur in two ways.

One situation arises when subjects are un-
usual with regard to the dependent variable. Be-
cause they begin as unusual or extreme, subjects
are unlikely to respond further in the same di-
rection. For example, a researcher wants to see
whether violent films make people act violently.
He or she chooses a group of violent criminals
from a high-securityprison, gives them a pretest,
shows violent films, then administers a posttest.
To the researcher's shock, the prisoners are
slightlyless violent after the film, whereas a con-
trol group of prisoners who did not see the film
are slightly more violent than before. Because
the violent criminals began at an extreme, it is
unlikely that a treatment could make them more
violent; by random chance alone, they appear
less extreme when measured a second timi.2

. A second situation involves a problem with
the measurement instrument. If many research
participants score very high (at the ceiling) or
very low (at the floor) on a variable, random
chance alone will produce a change between the
pretest and the posttest. For example, a re-
searcher gives 80 subjects a test, and 75 getper-
fect scores. He or she then gives a treatmenl to
raise scores. Because so many subjects already
had perfect scores, random errors will reduce the
group average because those who got perfect
scores can randomly move in only one direc-
tion-to get some answers wrong. An examina-
tion of scores on pretests will help researchers
detect this threat to internal validity.

Diffusion of Treatment or Contamination.
Dffision of treatment is the threat that research
participants in different groups will communi-
cate with each other and learn about the other's
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treatment. Researchers avoid it by isolating
groups or having subjects promise not to reveal
anything to others who will become subjects.
For example, subjects participate in a day-long
experiment on a new way to memorize words.
During a break, treatment-group subjects tell
those in the control group about the new way to
memorize, which control-group subjects then
use. A researcher needs outside information,
such as postexperiment interviews, with subiects
to detect this threat.

Experimenter Expectancy. Although it is not
always considered a traditional internal validity
problem, the experimenter's behavior, too, can
threaten causal logic.3 A researcher may threaten
internal validiry not by purposefully unethical
behavior but by indirectly communicating
experimenter expectancy to subjects. Researchers
may be highly committed to the hypothesis and
indirectly communicate desired findings to the
subjects. For example, a researcher studies the
effects of memorization training on student
learning ability, and also sees the grade tran-
scripts of subjects. The researcher believes that
students with higher grades tend to do better at
the training and will learn more. Through eye
contact, tone ofvoice, pauses, and other nonver_
bal communication, the researcher uncon-
sciously trains the students with higher grades
more intensely; the researcher's nonverbal be_
havior is the opposite for students with lower
grades.

Here is a way to detect experimenter ex_
pectancy. A researcher hires assistants and
teaches them experimental techniques. The as_
sistants train subjects and test their learning abil-
ity. The researcher gives the assistants fake
transcripts and records showing that subjects in
one group are honor students and the others are
failing, although in fact the subjects are identical.
Experimenter expectancy is present if the fake
honor students, as a group, do much better than
the fake failing students.

The double-blind experimenr is designed to
control researcher expectancy. In it, people who
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have direct contact with subjects do not know
the details of the hypothesis or the treatment. It
is double blind because both the subjects and
those in contact with them are blind to details of
the experiment (see Figure 8.3). For example, a
researcher wants to see if a new drug is effective.
Using pills of three colors-green, yellow, and
pink-the researcher puts the new drug in the
yellow pill, puts an old &ug in the pink one, and
makes the green pill aplacebo-afalse treatment
that appears to be real (e.g., a sugar pill without
anyphysical effects). Assistants who give the pills
and record the effects do not know which color

contains the new drug. Only another person
who does not deal with subjects directly knows
which colored pill contains the drug and it is he
or she who examines the results.

External Validity and Field
Experiments

Even if an experimenter eliminates all concerns
about internal validity, external validity remains
a potential problem. External validity is the abil-
ity to generalize experimental findings to eYents
and settings outside the experiment itself. If a *

F lc U R E 8. 3 Double-Blind Experiments: An lllustration of Single-Blind, or Ordinary,.
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study lacks external validity, its findings hold
true only in experiments, making them useless
to both basic and applied science.

Reactivity. Research participants might react
differently in an experiment than they would in
real life because they know they are in a study;
this is called reactivity. The Hawthorne ffict is a
specific kind of reactivity.4 The name comes
from a series of experiments by Elton Mayo at
the Hawthorne, Illinois, plant of Westinghouse
Electric during the 1920s and 1930s. Researchers
modified many aspects of working conditions
(e.g., lighting, time for breaks, etc.) and mea-
sured productivity. They discovered that pro-
ductivity rose after each modification, no matter
what it was. This curious result occurred because
the workers did not respond to the treatment
but to the additional attention they received
from being part of the experiment and knowing
that they were being watched. Later research
questioned whether this occurred, but the name
is used for an effect from the attention of re-
searchers. A related effect is the effect of some-
thing new, which maywear offover time.

Fielil Experiments. So far, this chapter has fo-
cused on experiments conducted under the con-
trolled conditions of a laboratory. Experiments
are'also conducted in real-life or field settings
where a researcher has less control over the ex-
perimental conditions. The amount of control
varies on a continuum. At one end is the highly
controlled lab oratory exp eriment, which takes
place in a specialized setting or laboratory at the
opposite endis the field experimenr, which takes
place in the'field'-in natural settings such as a
subway car, a liquor store, or a public sidewalk.
Subjects in field experiments are usually un-
aware that they are involved in an experiment
and react in a natural way. For example, re-
searchers have had a confederate fake a heart at-
tack on a subway car to see how the bystanders
react.5

Dasgupta and Asgari (2004) tested the hy-
pothesis that stereotypical beliefs weaken when a
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person encounters people who contradict the
stereotype, especially ifthe others are respected.
They used both a laboratory experiment (with a
two-group, posttest-only design) and a field ex-
periment. Past studies focused on out-group
stereot)?es, but the authors wanted to examine
the hypothesis for an in-group, women. In the
laboratory experiment, experimenters randomly
assigned female subjects to view either (1) a set
photographs and biographies of 16 famous
women leaders or (2) photos and descriptions of
16 flowers. The experimenters used deception
and told subjects the study was about testing
memory. The dependent variable was attitudes
and beliefs about women and was measured
with a implicit Association Test (IAT). The re-
sults showed that subjects associated gendered
first names (e.g., |ohn vs. Emily) with leadership
or follower traits (e.g., assertive and sympa-
thetic). A high IAT score indicated that a sub-
ject viewed women more than men as having
leadership more than supportive traits. The re-
searchers also used a scale on beliefs about
women. They found support for the hypothesis
that exposure to famous women in leadership
positions increased IAT scores, compared to ex-
posure to neutral information about flowers.
The field experiment had a pretest and a posttest
but no random assignment. Subjects were fe-
males who attended two colleges in the same
town. One was a coeducational college and the
other had all female students. Subjects were re-
cruited from first-year classes at the beginning
of the academic year and completed the IAT
measure, the beliefs about women scale, and a
general campus questionnaire. The experi-
menters documented that the all-female college
had more females in administrative and faculty
leadership positions. Pretest IAT scores were
very similar, with subjects from coeducational
college having slightly lower scores. This helped
the experimenters to check for possible selection
bias. Subjects were contacted one year later and
asked to complete the same measures as pre-
sented in the posttest. Experimenters watched
very carefully for experimental mortality since
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some students stopped attending college or did
not complete later surveys. The IAT scores for
subjects at the coeducational college declined
(i.e., they were less likely to see females as having
leadership traits), whereas the IAT scores for
subjects at the all-female college greatly in-
creased. In addition, the experimenters found
that the more female teachers a student had at
either college, the higher the posttest IAT scores,
and this was especially the case for math and sci-
ences courses. Thus, exposure to women in lead-
ership positions caused the IAT scores to
increase, whereas the absence ofsuch exposure'
if anlthing, lowered the scores.

Von Larr and colleagues (2005) used a field
experiment to test the well-knov,n contact hy-
pothesis that says intergroup contact reduces
racial-ethnic prejudice as people replace their
stereotl?es with personal experience, although
this happens so long as the contact involves peo-
ple of equal status pursuing common goals in a
cooperative setting and is approved by authori-
ties. In addition, informal contact in which peo-
ple get to know about out-group members as
acquaintances also reduces out-group prejudice.
The experiment took place at UCLA, where the
student body is very racially and ethnically di-
verse. Unless theypreselect a roommate, incom-
ing students are randomly assigned roommates.
About 20 percent of students choose a room-
mate and the rest are randomly assigned. The
authors measured student background and atti-
tudes among nearly 3,800 new incoming stu-
dents using a panel design across five time
periods-before college entry (summer 1996)
and during the spring of each of the next four
years (1997-2000) with surveys (20-minute tele-
phone interviews). The dependent variable was
the students' racial-ethnic attitudes and in-
cluded questions about roommates, other
friends, interracial dating, multiculturalism,
sgnbolic racism, and feelings about various
racial-ethnic groups. These were the experi-
ment's pretest and multiple posttest measures.
Experimenters watched very carefully for exper-

imental mortality, since some students stopped
attending college,left college dormitories, or did
not complete the later surveys. They tested the
hlpotheses that students who were randomly as-
signed to live with an out-group member (the
independent variable) developed less prejudicial
attitudes toward members of that out-group.
They found that compared to pretest rneasures'
prejudicial attitudes declined as predicted by the
contact hypothesis with one exception. Appar-
ently having an Asian American roommate
worked in the opposite way and actually in-
creased prejudice, especially among the White
students.

Experimenter control relates to internal and
external validity. Laboratory exper'iments tend
to have gr eater internal validity but lower exter-
nal validity; that is, they are logically tighter and
better controlled, but less generalizable. Field ex-
periments tend to have greater external validity
but lower internal validity; that is, they are more
generalizable but less controlled. Quasi-experi-
mental designs are common in field experi-
ments. Table 8.3 summarizes threats to internal
and external validity.

TABTE 8.3 Maior lnternal and External

Selection bias

History effect

Maturation

Testing

Instrumentation

Experimental mortality

Statistical regression

Diffusion of treatment

Experimenter expectancy

Hawthorne effect

Validity Concerns



PRACTICAL CONSIDERATIONS

Every research technique has informal tricks of
the trade. These are pragmatic, commonsense
ideas that account for the difference between the
successful research projects of an experienced
researcher and the difficulties a novice re-
searcher faces. Three are discussed here.

Planning and Pilot-Tests

AII social research requires planning, and most
quantitative researchers use pilot-tests. During
the planning phase of experimental research, a
researcher thinks of alternative explanations or
threats to internal validity and how to avoid
them. The researcher also develops a neat and
well-organized system for recording data. In ad-
dition, he or she devotes serious effort to pilot-
testing any apparatus (e.g., computers, video
cameras, tape recorders, etc.) that will be used in
the treatment situation, and he or she must train
and pilot-test confederates. After the pilot-tests,
the researcher should interview the pilot subjects
to uncoyer aspects of the experiment that need
refinement.

t'

Instructions to Subjects

Most experiments involve giving instructions to
subjects to set the stage. A researcher should
word instructions carefully and follow a pre-
pared script so that all subjects hear the same
thing. This ensures reliability. The instructions
are also important in creating a realistic cover
storywhen deception is used.

Postexperiment Interview

At the end of an experiment, the researcher
should interview subjects, for three reasons.
First, ifdeception was used, the researcher needs
to debriefthe research participants, telling them
the true purpose of the experiment and answer-
ing questions. Second, he or she can learn what
the subjects thought and how their definitions
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of the situation affected their behavior. Finalln
he or she can explain the importance of not re-
vealing the true nature of the experiment to
other potential participants.

RESULTS OF EXPERIMENTAL
RESEARCH: MAKING
COMPARISONS

Comparison is the key to all research. By care-
fully examining the results of experimental re-
search, a researcher can learn a great deal about
threats to internal validity, and whether the
treatment has an impact on the dependent vari-
able. For example, in the Bond and Anderson
(1987) experiment on delivering bad news, dis-
cussed earlier, it took an average of 89.6 and73.I
seconds to deliver favorable versus 72.5 or 747.2
seconds to deliver unfavorable test scores in pri-
vate or public settings, respectively. A compari-
son shows that delivering bad news in public
takes the longest, whereas good news takes a bit
longer in private.

A more complex illustration of such com-
parisons is shown in Figure 8.4 on the results of
a series of five weight-loss experiments using the
classical experimental design. In the example,
the 30 research participants in the experimental
group at Enrique's Slim Clinic lost an average of
50 pounds, whereas the 30 in the control group
did not lose a single pound. Only one person
dropped out during the experiment. Susan's
Scientific Diet Plan had equally dramatic results,
but 11 people in her experimental group dropped
out. This suggests a problem with experimental
mortality. People in the experimental group at
Carl's Calorie Counters lost 8 pounds, com-
pared to 2 pounds for the control group, but the
control group and the experimental group be-
gan with an average of 31 pounds difference in
weight. This suggests a problem with selection
bias. Natalie's Nutrition Center had no experi-
mental mortality or selection bias problems, but
those in the experimental group lost no more
weight than those in the control group. It ap-
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F I c u R E 8 .4 comparisons of Results, classical Experimental Design, weight-Loss

Experiments

Experimental
Control grouP

Experimental
Control group

Experimental
Control grouP

Enrique's
Sl im Cl in ic

Pretest Posttest
1e0 (30) 14o (2e)
lse (30) 18e (30)

Susan's Scient i f ic
Diet  Plan

Pretest Posttest
1e0 (30) 141 (1e)
1se (30) 18e (28)

Carl 's Calor ie
Counters

Pretest Posttest
150 (30) 1s2 (2e)
1el (2e) 18e (2e)

Experimental
Control grouP

Experimental
Control grouP

Natal ie 's
Nutr i t ion Center

Pretest Posttest
1e0 (30) 188 (2e)
1e2 (2e) 190 (28)

Paul ine's
Pounds Off

Pretest Posttest
leo (30) 1s8 (30)
1e1 (2e) lse (28)

pears that the treatment was not effective'

Fauhne's Pounds Offalso avoided selection bias

and experimental mortality problems. People in

her experimental group lost 32 pounds, but- so

did those in the control group' This suggests that

the maturation, history, or diffirsion of treat-

ment effects may have occurred. Thus, the treat-

ment at Enrique's Slim Ctinic appears to be the

most eflective one. See Box 8.2 for a practical ap-

plication of comparing experimental results'

in the New Orleans area. When public officials

planned to shift enforcement priorities, Scribne.r and

tohen (200.1) examined its impact' They had sev-

eral people who clearly looked under 1 8 years old

attempt to purchase alcoholic beverages i l legally

(the law required being at least 2l years of age) at

i 43 randomly selected liquor outlets between No-

vember 1 995 and January 1 996 (Time 0)' The per-

centage who could buy liquor illegally wasthe fretest
,rorin. After assessing the rate of illegal sales, the

dependent variable, the police issued citations to 5'l

ofthe sales outlets, the primary independentvaiable

Occasionally, a "natural" experiment is possible due

to public policy changes or a government interven-

tion, and researchers are able to measure, partlcl-

pate, and learn from it and conduct a field experiment

with high extemal vatidity. This occurred in New Or-

leans, Llousiana. Until the mid-1 990s, laws on sell ing

liquor to underage customers were barely enforced

in New Orleans. lf caught, the offending liquor re-

tailer met privately with the liquor commission and

paid a small fine. Enforcing liquor laws was low prior-

ity for state and local government, so only three en-

forcement officers monitored 5,000 alcohol outlets



or treatment. About the same time, government offi-
cials init iated a media campaign urging better law
compliance. There were two posttest measures, firstin
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March to April 1 996 (Time 1) and again in Novem-
ber 1996 to January 1997 (Tine 2), during which
the experimenters checked the 1 43 outlets.

DEPENDENT VARIABLE: PERCENTAGE WHO OBEY THE LAW

ir..l.i.t
t&,1li a:,,n ,::

Experimental (citation)

Control (no citation)

Total

6.7%

13j%

51%

3s%
29%

17%

21%

45

98
11.1% 40% 143

The results allow us to compare rates of illegal
selling activity before and after citations plus media
campaign (ltretest and posttest measures) and to
compare outlets that received citations (experimental
group) with those that did not receive citations and
only had media exposure (control group). We see that
the citations and campaign did not stop the illegal
activity, but it had some effect. The impact was
greater on outlets that experienced direct punish-
ment. In addition, by adding a later follow-up (Time
2), we see how the law-enforcement impact slowly
decayed over time. As frequently happens in a nat-
ural experiment, internal validity is threatened: First,
the pretest measure shows a difference in the two
sets of outlets, with outlets that received the treat-
ment showing higher rates of illegal behavior; this is
potential selection bias. Second, the media campaign
occurred for all outlets, so the treatment is really a cr-
tation plus the media campaign. The authors noted
that they had intended to compare the New Orleans
area with another area with neither the media nor

the citation campaign, but were unable to do so.
Since outlets that did not receive the treatment (i.e.,
a citation for law violation) probably learned about it
from others in the same business, a form of diffusion
of the treatmert could be operating. Third, the re-
searchers report that they began with I 55 outlets,
but studied only 1 43 because I 2 outlets went out
of business during the study. The authors noted that
none of the outlets that stopped sell ing alcohol
closed due to new law enforcement, but ifthose out-
lets that received citations had more problems and
were more likely to go out of business, it suggests
experimental mortality. The experimenters did not
mention any external events in New Orleans that
happened during the time of the study (e.g., a publi-
cized event such as underage drinker dying of alcohol
poisoning from overdrinking). Researchers need to
be aware of potential external events when a study
continues for a long time and consider possible
history fficts.

A WORD ON ETHICS

Ethical considerations are a significant issue in
experimental research because experimental re-
search is intrusive (i.e., it interferes). Treatments

may involve placing people in contrived social
settings and manipulating their feelings or
behaviors. Dependent variables may be what
subjects say or do. The amount and type of in-
trusion is limited by ethical standards. Re-
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searchers must be very carefrrl if they place re-
search participants in physical danger or in em-
barrassing or anxiety-inducing situations' They
must painstakingly monitor events and control
what occurs.

Deception is common in social experi-
ments, but it involves misleading or lying to
subjects. Such dishonesty is not condoned un-
conditionally and is acceptable only as the
means to achieve a goal that cannot be achieved
otherwise. Even for a worthy goal, deception can
be used only with restrictions. The amount and
qpe of deception should not go beyond what is
minimally necessary and research participants
should be debriefed.

CONCLUSION

In this chapter, you learned about random as-
signment and the methods of experimental re-
search. Random assignment is an effective way
to create two (or more) groups that can be
treated as equivalent and hence compared. In
general, experimental research provides precise
and relatively unambiguous evidence for a
causal relationship. It follows the positivist ap-
proach, produces quantitative results that can be
analyzedwith statistics, and is often used in eval-
uation research (see Box 8.2).

This chapter also examined the parts of an
experiment and how they can be combined to
produce different experimental designs. In addi-
tion to the classical experimental design' you
learned about preexperimental and quasi-exper-
imental designs. You also learned how to express
them using design notation.

You learned that internal validity-the in-
ternal logical rigor of an experiment-is a key
idea in experimental research. Threats to inter-
nal validity are possible alternative explanations
to the treatment. You also learned about exter-
nal validity and how field experiments maximize
external validity.

The real strength of experimental research is
its control and logical rigor in establishing evi-

dence for causality. In general, experiments tend
to be easier to replicate, less expensive, and less

time consuming than the other techniques. Ex-
perimental research also has limitations. First,
some questions cannot be addressed using ex-
perimental methods because control and exper-
imental manipulation are impossible. Another
limitation is that experiments usually test one or

a few hypotheses at a time. This fragments
knowledge and makes it necessary to qrnthesize
results across many research reports. External
validity is another potential problem because
many experiments rely on- small nonrandom
samples of college students.b

You learned how a careful examination and
comparison of results can alert you to potential
problems in research design. Finally' you saw
some practical and ethical considerations in ex-
periments.

In the next chapters, you will examine other
research techniques. The logic ofthe nonexperi-
mental methods differs from that of,the experi-
ment. Experimenters focus narrowly on a few
hypotheses. They usually have one or twoinde-
pendent variables, a single dependent variable, a
few small groups of subjects' and an indepen-
dent variable that the researcher induces. By

contrast, other social researchers test many
hypotheses at once. For example' survey re-

searchers measure alarge number of indepen-
dent and dependent variables and use a larger
number of randomly sampled subjects. Their in-
dependent variables are usually preexisting con-
ditions in research participants.

Key Terms

classical experimental design

control group
debrief
deception
demand characteristics
design notation
diffrrsion of treatment
double-blind experiment



equivalent time series
experimental design
experimental group
factorial design
field e4periment
Hawthorne effect
historyeffects
interaction effect
interrupted time series
laboratory e4periment
Latin square design
maturation
mortality
one-shot case study
placebo
posttest
preexperimental designs
pretest
quasi-experimental designs
random assignment
reactivity
selection bias
Solomon four-group design
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INTRODUCTION

Experiments and survey research are both
reactiye; that is, the people being studied are
aware of that fact. The techniques in this chapter
address a limitation of reactive measures. You
will learn about four research technicues that are
nonreactite; that is, the people being studied are
not aware that they are part ofa research project.
Nonreactive techniques are largelybased on pos-
itivist principles but are also used by interpretive
and critical researchers.

The first technique we will consider is less a
distinct technique than a loose collection of in-
ventive nonreactive measures. It is followed by
content analysis, which builds on the fundamen-
tals of quantitative research design and is a well-
developed research technique. Existing statistics
and secondary analysis, the last two techniques,
refer to the collection of already existing infor-
mation from government documents or previ-
ous surveys. Researchers examine the existing
data in new ways to address new questions. A1-
though the data may have been reactive when
first collected, a researcher can address new
questions without reactive effects.

!{'{@

NONREACTIVE MEASUREMENT

The Logic of Nonreactive Research

Nonreactive measurement begins when a re-
searcher notices something that indicates a vari-
able of interest. The critical thing about
nonreactive or unobtrusiye measures (i.e., mea-
sures that are not obtrusive or intrusive) is that
the people being studied are not aware of it but
leave evidence oftheir social behavior or actions
"naturally." The observant researcher infers
from the evidence to behavior or attitudes with-
out disrupting the people being studied. Unno-
ticed observation is also a type of nonreactive
measure. For example, McKelvie and Schamer
(1988) unobtrusively observed whether drivers
stopped at stop signs. They made observations

during both daytime and nighttime. Obsen.ers
noted whether the driver was male or femalel
whether the driver was alone or with passengers;
whether other trafific was present; and whether
the car came to a complete stop, a slow stop, or
no stop. Later, we will contrast this type of ob-
servation to a slightly different type used in field
researcn.

Varieties of Nonreactive or
Unobtrusive Observation

Nonreactive measures are varied, and re-
searchers have been creative in inventing indi-
rect ways to measure social behavior (see Box
9.1). Because the measures have little in com-
mon except being nonreactive, they are best
learned through examples. Some are erosion
measureg where selective wear is used as a mea-
sure, and some are accretion measureg where the
measures are deposits of something left behind.I

Researchers have examined family oortraits
in different historical eras to see how sender re-
lations within the family are reflected in seating
patterns. Urban anthropologists have examined
the contents of garbage dumps to learn about
life-styles from what is thrown away (e.g., liquor
bottles indicate level of alcohol consumpti;n).
Based on garbage, people underreport their

Foster and colleagues (l 99S) examined the tomb_
stones in I 0 cemeteries in an area of l l l inois for the
period from 'l 830 to ' l  989. Thev retrieved data on
birth and death dates and gender from over 2,000
of the 2,028 burials. The researchers learned the
area differed from some national trends. Thev found
that conceptions had two peaks (spring and winter),
females aged 'l 0 to 64 had a higher death rate than
males, and younger people died in late summer but
older people in late winter.
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Iiquor consumption by 40 to 60 percent (Rathje

and Murphy , 1992:7l) . Researchers have studied

the listenlng habits of drivers by checking what

stations their radios are tuned to when cars are

repaired. They have measured interest in differ-

ent exhibits by noting worn tiles on the floor in

different parts of a museum. They have studied

differences in graffiti in male versus female high

school restrooms to show gender differences in

themes. Some have examined high school year-

books to compare the high school activities of

those who had psychological problems in latter

Iife versus thosJwho did not. (Also see Box 9'2')

Recording and Documentation

Creating nonreactive measures follows the logic

of quaniitative measurement. A researcher first

conceptualizes a construct, then links the con-

structlo nonreactive empirical evidence, which

is its measure. The operational definition of the

variable includes how the researcher systemati-

cally notes and records observations'

Physical Traces

Erosion: Wear suggests greater use.

Example: A researcher examines children's toys at a

day care that were purchased at the same time'

Worn-out toys suggest greater interest by the chil-

dren.

Accretion; Accumulation of physical evidence sug-

gests behavior.
E arptet A researcher examines the brands of alu-

minum beverage cans in trash or recycling bins in

male and female dormitories. This indicates the

brands and types ofbeverages favored by each sex'

Archives

Running Records: Regularly produced public

records may reveal much.
Example: A researcher examines marriage records

for the bride and groom's ages. Regional differences

suggest that the preference for males marrying

y*g", females is greater in certain areas of the

country.

Other Records: lrregular or private records can re-

veal a lot.

Example: A researcher finds the number of reams of

paper purchased by a college dean's office for 
.l 

0 years

when student enrollment was stable' A sizable increase

suggests that bureaucratic paperwork has increased'

Observation

Extemal Appearance: How people apPear may indi-

cate social factors.
Example: A researcher watches students to see

whether they are more likely to wear their school's

colors and symbols after the school team won or lost'

Count Behaviors: Counting how many people do

something can be informative.
Example: A researcher counts the number of men

and women who come to a full stop and those who

come to a rolling stop at a stop sign' This suggests

gender difference in driving behavior'

Time Duration: How long people take to do things

may indicate their attention.
Exinple: A researcher measures how long men and

women pause in front of the painting of a nude man

and in front of a painting of a nude woman' Time maY

indicate embarrassment or interest in same or cross-

sex nudity bY each sex.
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Because nonreactive measures indicate a
construct indirectly, the researcher needs to rule
out reasons for the observation other than the
construct of interest. For example, a researcher
wants to measure customer walking traffic in a
store. The researcher's measure is dirt and wear
on floor tiles. He or she first clarifies what the
customer traffic means (e.g., Is the floor a path
to another department? Does it indicate a good
location for a visual display?) Next, he or shJsys-
tematically measures dirt or wear on the tiles.
compares it to that in other locations, and
records results on a regular basis (e.g., every
month). Finally, the researcher rules out other
reasons for the observations (e.g., the floor tile is
of lower quality and wears faster, or the location
is near an outside entrance).

CONTENT ANATYSIS

What ls Content Analysis?

Content analysis is a technique for gathering and
analyzingthe content of text. The contentlefers
to words, meanings, pictures, symbols, ideas,
themes, or any message that can be communi_
cated. The text is anything written, visual, or
spoken that serves as a medium for communica_
tion. It includes books, newspaper and magazine
articles; advertisements, speeches, official docu-
ments, films and videotapes, musical lyrics, pho_
tographs, articles of clothing, and works of art.

The content analysis researcher uses objec-
tive and systematic counting and recording pro-
cedures to produce a quantitative description of
the symbolic content in a text.2 There are also
qualitative or interpretive versions of content
analysis, but in this chapter the emphasis is on
quantitative data about a text's content.

Content analysis is nonreactive because the
process of placing words, messages, or syrnbols
in a text to communicate to a reader or receiver
occurs without influence from the researcher
who anallzes its content. For example, I, as au-

thor of this book, wrote words and drew dia_
grams to communicate research methods con_
tent to you, the student. The way the book was
written and the way you read it are without any
knowledge or intention of its ever being content
analyzed.

Content analysis lets a researcher reveal the
content (i.e., messages, meanings, etc.) in a
source of communication (i.e., a book, article,
movie, etc.). It lets him or her probe into and
discoyer content in a different way from the or_
dinary way of reading a book or watching a tele_
vrsron program.

With content analysis, a researcher can
compare content across many texts and analyze
it with quantitative techniques (e.g., charts and
tables). In addition, he or she can ieveal aspects
of the text's content that are difficult to see. l.or
example, you might watch television commer_
cials and feel that non-Whites rurely appear in
commercials for expensiv. .orrsrrm", goods
(e.g., luxury cars, furs, jewelry perfumefetc.).
Content analysis can document-in obiective.
quantitative terms-whether your vague feel_
ings based on unsystematic observaiion are
true. It yields repeatable, precise results about
the text.

Content analysis involves random sam_
pling, precise measurement, and operational de_
finitions for abstract constructs. 

-Coding 
turns

aspects of content that represent variablis into
numbers. After a content analysis researcher
gathers the data, he or she analyzes them with
statistics in the same way that an experimenter
or survey researcher would.

Topics Appropriate for
Content Analysis

Researchers have used content analysis for many
purposes: to study themes in popular songs and
religious symbols in hgnns, trends in theiopics
that newspapers cover and the ideological tone
of newspaper editorials, sex-role stereltypes in
textbooks or feature films, how often people of
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different races appear in television commercials
and programs, answers to open-ended survey
questions, enemy propaganda during wartime,
the covers of popular magazines, personality
characteristics from suicide notes, themes in ad-
vertising messages, gender differences in conver-
sations, and so on.

Generalizations that researchers make on
the basis of content analysis are limited to the
cultural communication itself. Content analysis
cannot determine the truthfulness of an asser-
tion or evaluate the aesthetic qualities of litera-
ture. It reveals the content in text but cannot
interpret the content's significance. Researchers
should examine the text directly.

Content analysis is useful for three types of
research problems. First, it is helpfirl for prob-
lems involving a large volume of text. A re-
searcher can measure large amounts of text (e.g.,
years of newspaper articles) with sampling and
multiple coders. Second, it is helpful when a
topic must be studied "at a distance." For exam-
ple, content analysis can be used to study histor-
ical documents, the writings of someone who
has died, or broadcasts in a hostile foreign coun-
try. Finally, content analysis can reveal messages
in a text that are difficult to see with casual ob-
servation. The creator of the text or those who
read it may not be aware of all its themes, biases,
or characteristics. For example, authors of
preschool picture books may not consciously
intend to portray children in traditional stereo-
typed sex roles, but a high degree ofsex stereo-
typing has been revealed through content
analysis.3

Measurement and Coding

General Issues. Carefirl measurement is cru-
cial in content analysis because a researcher
converts diffrrse and murky symbolic communi-
cation into precise, objective, quantitative data.
He or she carefully designs and documents pro-
cedures for coding to make replication possible.
The researcher operationalizes constructs in
content analysis with a coding system. A coding

system is a set of instructions or rules on how to
systematically observe and record content from
text. A researcher tailors it to the specific type of
text or communication medium being studied
(e.g., television drama, novels, photos in maga-
zine advertisements, etc.). The coding system
also depends on the researcher's unit of analysis.
For example, in the study by Lauzen and Dozier
(2005) on gender stereotFpes in the most poprr-
lar U.S. films in 2002 (discussed in Chapter 4),
the authors developed a coding system based on
prior studies of prime-time television shows and
film.

Units. The unit of analysis canvary a great deal
in content analysis. It can be a word, a phrase, a
theme, a plot, a newspaper article, a character,
and so forth. In addition to units of analysis, re-
searchers use other units in content analysis that
may or may not be the same as units of analysis:
recording units, context units, and enumeration
units. There are few differences among them, and
they are easily confused, but each hag a distinct
role. In simple projects, all three are the same.

What Is Measured? Measurement in content
analysis uses structured observation: systematic,
carefirl observation based on written rules. The
rules explain how to categoize and classify ob-
servations. As with other measurement, cate-
gories should be mutually exclusive and
exhaustive. Written rules make replication pos-
sible and improve reliability. Although re-
searchers begin with preliminary coding rules,
they often conduct a pilot study and refine cod-
ing on the basis of it.

Coding systems identifr four characteristics
of text content: frequency, direction; intensity,
and space. A researcher measures from one to all
four characteristics in a content analysis research
project.

Frequency. Frequency simply means counting
whether or not something occurs and, if it oc-
curs, how often. For example, how many elderly
people appear on a television program within a
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given week? What percentage of all characters
are they, or in what percentage of programs do
they appear?

Direction. Direction is noting the direction of
messages in the content along some continuum
(e.g., positive or negative, supporting or op-
posed). For example, a researcher devises a list of
ways an elderly television character can act.
Some are positive (e.g., friendly, wise, consider-
ate) and some are negative (e.g., nasty, dull,
selfish).

Intensity. Intensity is the strength or power of a
message in a direction. For example, the charac-
teristic of forgetfulness can be minor (e.g., not
remembering to take your keys when leaving
home, taking time to recall the name of someone
you have not seen in years) or major (e.g., not
remembering your name, not recognizing your
children).

Space. A researcher can record the size of a text
message or the amount of space or volume allo-
cated to it. Space in written text is measured by
counting words, sentences, paragraphs, or space
on a page (e.g., square inches). For video or au-
dio text, space can be measured by the amount
of time allocated. For example, a TV character
may be present for a few seconds or continu-
ously in every scene of a two-hour program.

Coding, Validity, and Reliability

Manifest Coiling. Coding the visible, surface
content in a text is calTed manifest co ding. For ex-
ample, a researcher counts the number of times
a phrase or word (e.g., red) appears in written
text, or whether,a specific action (e.g., a kiss) ap-
pears in a photograph or yideo scene. The coa-
ing system lists terms or actions that are then
located in text. A researcher can use a computer
program to search for words or phrases in text
and have a computer do the counting work. To
do this, he or she learns about the computer pro-
gram, develops a comprehensive list of relevant

words or phrases, and puts the text into a form
that computers can read.4

Manifest coding is highly reliable because
the phrase or word either is or is not present.
Unfortunately, manifest coding does not take
the connotations of words or phrases into ac-
count. The same word can take on different
meanings depending on the context. The possi-
bilitythat there are multiple meanings of aword
limits the measurement validity of manifest
coding.

For example, I read a book with a red cover
that is a real red herring. Unfortunately, its pub-
lisher drowned in red ink because the editor
could not deal with the redtapethatoccurs when
a book is redhot. The book has a story about a
red fire truckthat stops at redlights only after the
leaves turn red.Thereis also a group of Redswho
carry red flags to the little red schoolhouse. They
are opposed by red-blooded rednecks who eat red
meat and honor the red, white, and blue. The
main character is a red-nosed matador who fights
redfoxes, not bulls, with his redcape. Red-lipped
little Red Riding Hood is also in the book. She
develops red eyes and becomes red-faced. after
eating a lot of redpeppets in the redhghtdistrict.
She is given a redbackside by her angry mother,
aredhead.

In the study of gender stereot)?es in films in
2002, Lauzen and Dozier (2005) largely used
manifest coding. Coders coded each character in
a film as male or female, the estimated age of
each character in one of7 categories, the occu-
pation ofeach character, and whether a charac-
ter was formally appointed to provide guidance
or direction in a group or informally emgered in
su-ch a function.

Latent Coiling. A researcher asing latent cod-
ing (also called semantic analysis) looks for the
underlying, implicit meaning in the content of a
text. For example, a researcher reads an entire
paragraph and decides whether it contains erotic
themes or a romantic mood. The researcher's
coding system has general rules to guide his or
her interpretation of the text and for determin-
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ing whether particular themes or moods are
present.

Latent coding tends to be less reliable than
manifest coding. It depends on a coder's knowl-
edge of language and social meaning.s Training,
practice, and written rules improve reliabiliry
but still it is difficult to consistently identify
themes, moods, and the like. Yet, the validity of
latent coding can exceed that of manifest coding
because people communicate meaning in many
implicit ways that depend on context, not just in
specific words.

A researcher can use both manifest and Ia-
tent coding. Ifthe two approaches agree, the fi-
nal result is strengthened; if they disagree, the
researcher may want to reexamine the opera-
tional and theoretical definitions.

Intercoder Reliability. Content analysis often
involves coding information from a very large
number of units. A research project might in-
volve observing the content in dozens of books,
hundreds of hours of television programming,
or thousands of newspaper articles. In addition
to coding the information personally, a re-
searcher may hire assistants to help with the cod-
ing. He or she teaches coders the coding system
and trains them to fill out a recording sheet.
Coders should understand the variables, follow
the coding system, and ask about ambiguities. A
researcher records all decisions he or she makes
about how to treat a new specific coding situa-
tion after coding begins so that he or she can be
consistent.

A researcher who uses several coders must
always check for consistency across coders. He
or she does this by asking coders to code the
same text independently and then checking for
consistenry across coders. The researcher mea-
sures intercoder reliability with a statistical coef-
ficient that tells the degree of consistency among
coders. The coefficient is always reported with
the results ofcontent analysis research. There are
several intercoder reliability measures that range
from 0 to 1, with 1.0 signifying perfect agree-
ment among coders. An interreliability coeffi-

cent of.80 or better is generally required, al-
though .70 maybe acceptable for exploratory re-
search. When the coding process stretches over a
considerable time period (e.g., more than three
months), the researcher also checks reliabilityby
having each coder independently code samples
of text that were previously coded. He or she
then checks to see lghether the coding is stable or
changing. For example, six hours of television
episodes are coded in April and coded again in
)uly without the coders looking at their original
coding decisions. Large deviations in coding ne-
cessitate retraining and coding the text a second
time.

In the study of the 100 most popular U.S.
films of 2002 byLauzenand Dozier (2005), three
graduate students worked as coders. During an
initial training period they studied the coding
system andvariable definitions. Next, the coders
practiced by coding independent of.one another
several films that were not in the study then
comparing and discussing results. For coding of
study films, 10 percent of all films were double
coded to calculate intercoder reliability mea-
sures. Intercorder reliability measures were cal-
culated for each variable. For the gender of the
major character in the film it was .99, for occu-
pation of the chacters it was .91, and for the age
of characters it was .88.

Content Annlysis withVisual Material. Using
content analysis to study visual "text," such as
photographs, paintings, statues, buildings,
clothing, andvideos and film, is difficult. It com-
municates messages or emotional content indi-
rectly through images, qrnbols, and metaphors.
Moreover, visual images often contain mixed
messages at multiple levels of meaning.

To conduct content analysis on visual text,
the researcher must "read" the meaning(s)
within visual text. He or she must interpret signs
and discover the meanings attached to syrnbolic
images. Such "reading" is not mechanical (i.e.,
image X always means G); it depends heavily on
the cultural context because the meaning of an
image is culture bound. For example, a red light
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does not inevitablymean "stop"; it means "stop"
onlyln cultures where people have given it that
meaning. People construct cultural meanings
that they attach to syrnbolic images, and the
meanings can change over time. Some meanings
are clearer and more firmly attached to s).rnbols
and images than others.

Most people share a common meaning for
key symbols of the dominant culture, but some
people mayread a qnnbol differently. For exam-
ple, one group of people may "read" a national
flag to mean patriotism, duty to nation, and
honor of tradition. For others, the same flag
evokes fear, and they read it to indicate govern-
ment oppression, abuse of power, and military
aggressio4. A researcher pursuing the content
analysis of images needs to be aware of divergent
readings of symbols for people in different
situations or who may have diverse beliefs and
experiences.

Sociopolitical groups may invent or con-
struct new symbols with attached meanings
(e.g., a pink triangle came to mean gay pride).
They may wrestle for control of the meaning of
major existing symbols. For example, some peo-
ple want to assign a Christian religious meaning
to the Christmas tree; others want it to represent
a celebration of tradition and familyvalues with-
out specific religious conten| others see its ori-
gins as an anti-Christian pagan symbol; and still
others want it to mean a festive holiday season
for commercial reasons. Because images have
symbolic content with complex, multilayer
meaning, researchers often combine qualitative
judgments about the images with quantitative
data in content analysis.

For example, Chavez (2001) conducted a
content analysis of the covers of major U.S. mag-
azines that dealt with the issue of immigration
into the United States. Looking at the covers of
10 magazines from the mid-1970s to the mid-
1990s, he classified the covers as having one of
three major messages: affirmative, alarmist, or
neutral or balanced. Beyond his classification
and identifring trends in messages, he noted
how the mix of people (i.e., race, gender, age,
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and dress) in the photographs and the recurrent
use of major syrnbols, such as the Statute of Lib-
efty or the U.S. flag, communicated messages.

Chavez argued that magazine covers are a
site, or location, where cultural meaning is cre-
ated. Visual images on magazine covers have
multiple levels of meaning, and viewers con-
struct specific meanings as they read the image
and use their cultural knowledge. Collectively,
the covers convey a worldview and express mes-
sages about a nation and its people. For example,
a magazine cover that displayed the icon of the
Statute of Liberty as strong and full of compas-
sion (message: welcome immigrants) was altered
to have strong Asian facial features (message:
Asian immigrants distorted the national culture
and altered the nation's racial make-up), or
holding a large stop sign (message: go away im-
migrants). Chavez (2001: a$ observed that "im-
ages on magazines both refer to, and in the
process, help to structure and construct contem-
porary'American' identity." (See Box 9.3 for an-
other content analysis example.)

How to Conduct Content Analysis
Research

Question Formulntion As in most research,
content analysis researchers begin with a re-
search question. When the question involves
variables that are messages or syrnbols, content
analysis may be appropriate. For example, I
want to study how newspapers cover a political
campaign. My construct "coverage" includes the
amount of coverage, the prominence of the cov-
erage, and whether the coverage favors one can-
didate over another. I could survey people about
what they think of the newspaper coverage, but a
better strategy is to examine the newspapers di-
rectly using content analysis.

Units of Analysis. A researcher decides on the
units of analysis (i.e., the amount of text that is
assigned a code). For example, for a political
campaign, each issue (or day) of a newspaper is
the unit of analysis.
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Two studies that examined race-ethnicity and ad-
vertising in the United States illustrate how content
analysis is conducted. Mastro and Stern (2003)
wanted to see whether television advertising repre-
sents major racial-ethnic groups proportionate to
their presence in U.S. society. They examined a one-
week random sample of prime-time television pro-
gramming for six U.S. television networks (ABC, CBs,
NBC, Fox, UPN, and WB) drawn from a three-week
period in February 2001. Prime time was Monday
through Saturday 8:00 p.v. to 

.l 
1:00 p.v. EST and

Sunday 7:OO-1 1:00 e.r'a. Four undergraduate stu-
dents were trained as coders. They used two units of
analysis: a commercial (excluding local commercials,
political advertisements, and trailers for upcoming
programs) and the first three speaking characters in
a commercial. Variables included product type based
on a 3O-product coding scheme, setting (e.g., work,
outdoors), relation to product (e.g., endorse, use,
neither or both), job authority, family status, social
authority, sexual gazing, and affective state (e.g., cry,
show anger, laugh). Other variables included respect
shown for a character, character's age, and affability
(friendly or hostile). The study coded 2,880 com-
mercials with 2,3 1 5 speaking characters, among
whom 2,290 had a race-ethnicity identified. Data
analysis found that African American characters were
most often shown advertising financial services (1 9
percent) or food (.1 7 percent), Asians were associ-
ated with technology products (30 percent), and
Latinos were shown sell ing soap (40 percent). In
general, Whites were slightly overrepresented, Blacks
equally represented, but Asians, Latinos, and Native
Americans underrepresented. For example, Latinos
are l2 percent of the population but had 

.l 
percent

of speaking parts, and were usually scantly clad
young people with noticeable accents. The authors
said that African Americans appear in commercials in
a way that approximates their proportion in the
United States, but other racial minorities are under-
represented or limited to specific products.

In another study, Mastro and Atkin (2002) ex-
amined whether alcohol advertising to promote
brands and make drinking appear glamorous influ-
enced high school students who are too young to
drink legally. They looked at alcohol signs and bill-
boards in a Mexican-American Chicago neighbor-
hood. They first photographed all outdoor billboards
and signs concerning alcohol in the neighborhood
over a two-day period in March 'l 999. After a period
ofcoder training, two female graduate students con-
tent-analyzed the photographs, coding the following
variables: product type, product name, number of
human models, and the race, age, gender of each
model. More subjective-latent aspects of models
coded included attractiveness, sexiness, stylishness,
friendliness, and activity level. In addition, placement
of products and colors in the billboard were coded.
Coders also classified an overall theme of the bill-
board as romance, individuality, relaxation, sports,
adventure, or tradition. Next, a questionnaire was de-
veloped for students at a high school in the neigh-
borhood where 89 percent of the students were
Mexican American. Students in grades 1 0, 1 1, and
.l 

2 were asked to volunteer to complete the survey
across a three-day period and 

.l 
23 completed it.

Questionnaire items asked about attention, expo-
sure, recall, and brand exposure to the outdoor signs
and bil lboards as well as drinking intention, approval
of underage drinking, and pro-drinking beliefs. Re-
sults showed that a student's recall of billboard im-
ages did not affect his or her drinking attitudes.
However, brand exposure and accepting the themes
in the billboards were associated with greater ap-
proval of underage drinking. The general impact on
the students was present but not strong. The arr-
thors suggested that the weak impact was because
there were few Mexican American models and the
models were older. Also, survey measures of family
beliefs suggested that the influence ofthe student's
family and culture may have weakened the billboard's
impact on pro-drinking attitudes.
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Sampling. Researchers often use random sam-
pling in content analysis. First, they define the
population and the sampling element. For ex-
ample, the population might be all words, all
sentences, all paragraphs, or all articles in certain
types of documents over a specified time period.
Likewise. it could include each conversation, sit-
uation, scene, or episode ofcertain types oftele-
vision programs over a specified time period.
For example, I want to know how women and
minorities are portrayed in U.S. weekly news-
magazines. My unit of analysis is the article. My
population includes all articles published in
Time, Newsweek, and U.S. News and World Re-
portbetween 1985 and 2005. I firstverifrthat the
three magazines were published in those years
and define precisely what is meant by an "arti-
cle." For instance, do film reviews count as arti-
cles? Is there a minimum size (two sentences) for
an article? Is a multipart article counted as one
or two articles?

Second, I examine the three magazines and
find that the average issue of each contains 45
articles and that the magazines are published 52
weeks per year. With a 2}-year time frame, my
population contains over 140,000 articles (3 X
45 x 52 X 20 = 140,400). My sampling frame is
a list of all the articles. Next, I decide on the sam-
ple size and design. After looking at my budget
and time, I decide to limit the sample size to
1,400 articles. Thus, the sampling ratio is 1 per-
cent. I also choose a sampling design. I avoid sys-
tematic sampling because rnagazrne issues are
published cyclically according to the calendar
(e.g., an interval ofevery 52nd issue results in the
same week each year). Because issues from each
magazine are important, I use stratified sam-
pling. I stratif'by magazine, sampling I,40013 =

467 articles from each. I want to ensure that ar-
ticles represent each of the 20 years, so I also
stratify by year. This results in about 23 articles
per magazine per year.

Finally, I draw the random sample using a
random-number table to select 23 numbers for
the 23 sample articles for each magazinefor each
year.I develop a sampling frame worksheet to

keep track of my sampling procedure. See Table
9.1 for a sampling frame worksheet in which
1,398 sample articles are randomlyselected from
140,40I articles.

Variables and Constructing Coding Categories.
In my example, I am interested in the construct
of an African American or Hispanic American
woman portrayed in a significant leadership
role. I must define "significant leadership role"
in operational terms and express it as written
rules for classifring people named in an article.
For example, if an article discusses the achieve-
ments of someone who is now dead, does the
dead person have a significant role? What is a
significant role-a local Girl Scout leader or a
corporate president?

I must also determine the race and sex of
people named in the articles. What if the race
and sex are not evident in the text or accompa-
nyingphotographs? Howdo I decide on the per-
son's race and sex?

Because I am interested in positive leader-
ship roles, my measure indicates whether the
role was positive or negative. I can do this with
either latent or manifest coding. With manifest
coding, I create a list ofadjectives and phrases. If
someone in a sampled article is referred to with
one of the adjectives, then the direction is de-
cided. For example, the terms brilliant and top
performer are positive, whereas drugkingpin and
uninspired are negative. For latent coding, I cre-
ate rules to guide judgments. For example, I clas-
sify stories about a diplomat resolving a difRcult
world crisis, abusiness executive unable to make
a firm profitable, or a lawyer winning a case into
positive or negative terms. (Relevant questions
for coding each article are in Box 9.4.)

In addition to written rules for coding deci-
sions, a content analysis researcher creates a
recording sheef (also called a codingform or tally
sheet) on which to record information (see Box
9.5). Each unit should have a separate recording
sheet. The sheets do not have to be pieces ofpa-
per; they can be 3" x 5'' or 4'' X 6" file cards,
or lines in a computer record or file. When a lot
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TABLE 9.1 Excerptfrom Sampling FrameWorksheet

Time
Time
Time

a

a

a

Time
Time

Time

Tine
o

a

a

Time
Time
Time
Newsweek
Newsweek

a

a

a

U.5. News

January 1-7,1985

March' f  -7,zOOs

pP.2-3
p. 4, bottom
p. 4, top

pp.2-5
p. 5, right
column
p. 6, lef t
column
p.7

pp. 4-5
p.5, bottom
p. 5, top
pP.1 -2
p.3

000001
000002
000003

0021 01
002 1 02

0021 03

002' t04

002201
oo2202
oo2203
01 0030
01 003r

No
No
Yes- 1

Yes- l0
No

No

No

Yes-22
No
Yes-23
No
Yes- l

0001

0454

0467

0468

0469

December 24-31, 2005

January 1-7,1985

December 25-31, 2005 p.62 1 40401 Yes-23 1 389

*"Yes" 
means the number was chosen from a random number table. The number after the dash is a count ofthe number of

articles selected for a year.

Mqgazine

Characteristics of the article. What is the maga-
zine? What is the date of the article? How large
is the article? What was its topic area? Where
did it appear in the issue? Were photographs
used?

People in the article. How many people are named
in the article? Of these, how many are significant
in the article? What is the race and sex of each
person named?

Leadership roles. For each significant person in
the article, which ones have leadership roles?
What is the field of leadership or profession of
the person?

Positive or negative roles. For each leadership or
professional role, rate how positively or nega-
tively lt is shown. For example, 5 : highly posi-
tive,4 = positive, 3 : neutral, 2 : negative, 1 =

highly negative, 0 = ambiguous.

3.

2.
4.
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Blank Example

Professor Neuman, Sociology Department

Minority/Majority Croup Representation in Newsmagazines project

ARTICLE #_ MACAZTNE: DATE:
Total number of people named _
No. people with significant roles:_

Person_: Race:_ Cender:_
Person_: Race:_ Gender:_
Person_: Race:_ Cender:_
Person_: Race:_ Cender:_
Person'  :  Race:_ Cender:_
Person_: Race:_ Cender:_
Person_: Race:_ Gender:_
Person_: Race:_ Cender:_

Coder:

SIZE:_ col. in.

Number of Photos

Article Topic:

Example of Completed Recording Sheet for One Article
Professor Neuman, Sociology Department

Minority/Majority croup Representation in Newsmagazines project

ARTICLE # 0454 MACAZINE: Time DATE: March 1-2,2005
Total number ofpeople named 5

No. people with significant roles: 4

Leader?:_

Leader?:_

Leader?:_

Leader?:_

Leader?:_

Leader?:

Leader?:_

Leader?:_

Field?_

Field?_

Field?_

Field?_

Field?_

Field?_

Field?_

Field?_

Rating:_

Rating:_

Rating:_

Rating:_

Rating:_

Rating:_

Rating:_

Rating:_

Coder: Susan J.

Rating: _
Rating:

Person | : Race: White Cender: M Leader?: y
Person 2 : Race: White Cender: M Leader?: N
Person 3 : Race: Black Cender: F Leader?: y
Person 4 : Race: White Cender: F Leader?: y
Person _: Race: _ Cender: _ Leader?: _
Person _: Race: _ Cender: _ Leader?: _
Person _: Race: _ Cender: _ Leader?: _
Person _: Race: _ Cender: Leader?:

SIZE: 14 col .  in.

Number of Photos 0

Article Topic: Foreign Affairs

Field? Banking Rating: 5
Field? Government Rating: NA
Field? Civil Riehts Rating: 2
Field?1Qgygryngql Rating: 0
Field?_ Rating: _
Field?_ Rating: _
Field?
Field?

of information is recorded for each recording
unit, more than one sheet of paper can be used.
When planning a project, researchers calculate
the work required. For example, during my pi-
lot-test, I find that it takes an average of tS min_

utes to read and code an article. This does not
include sampling or locating magazine articles.
With approximately 1,400 articles, that is 350
hours of coding, not counting time to verifi. the
accnracy of coding. Because 350 hours is atout
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nine weeks of nonstop work at 40 hours a week,
I should consider hiring assistants as coders.

Each recording sheet has a place to record
the identification number of the unit and spaces
for information about each variable. I also put
identi$ring information about the research pro-
ject on the sheet in case I misplace it or it looks
similar to other sheets I have. Finally, if I use
multiple coders, the sheet reminds the coder to
check intercoder reliability and, if necessary,
makes it possible to recode information for in-
accurate coders. After completing all recording
sheets and checking for accuracy, I can begin
data analysis.

lnferences

The inferences a researcher can or cannot make
on the basis ofresults is critical in content analy-
sis. Content analysis describes what is in the text.
It cannot reveal the intentions of those who cre-
ated the text or the effects that messages in the
text have on those who receive them. For exam-
ple, content analysis shows that children's books
contain sex stereotFpes. That does not necessar-
ily mean that children's beliefs or behaviors are
influenced by the stereotypes; such an inference
requires a separate research project on how chil-
dren's perceptions develop.

EXISTING STATISTICS/
DOCUMENTS AND SECONDARY
ANALYSIS

Appropriate Topics

Many tlpes of information about the social
world have been collected and are available to
the researcher. Some information is in the form
of statistical documents (books, reports, etc')
that contain numerical information' Other in-
formation is in the form of published compila-
tions available in a library or on computerized
records. In either case, the researcher can search
through collections of information with a re-

search question and variables in mind,.and then
reassemble the information in new ways to ad-
dress the research question.

It is difficult to specifr topics that are appro-
priate for existing statistics research because they
are so varied. Any topic on which information
has been collected and is publicly available can
be studied. In fact, existing statistics projects
may not fit neatly into a deductive model of re-
search design. Rather, researchers creatively r9-
organize the existing information into the
louiiubl"r for a research question after first find-
ing what data are available.

" E*p.ri-ents are best for topics where the re- i

searcher controls a situation and manipulates an
independent variable. Survey research is best for
topics where the researcher ask questions and
learns about reported attitudes orbehavior. Con-
tent analysis is best for topics that involve the
content of messages in cultural communication.

Existing statistics research is best for topics
that involve information routinely collected by
large bureaucratic organizations. Public or pri-

vate organizations systematically gather many
types of information. Such information is gath-
ered for policy decisions or as a public service. It

is rarely collected for purposes directly related to
a specific research question. Thus, existing sta-
tistics research is appropriate when a researcher
wants to test hypotheses involving variables that
are also in official reports of social, economic,
and political conditions. These include descrip-
tions of organizations or the people in them. Of-
ten, such information is collected over long time
periods. For example, existing statistics can be

used by a researcher who wants to see whether
unemployment and crime rates are associated in

150 cities across a 2}-yeat period'
Downey (2005) conducted an existing sta-

tistics study on racial inequality (BlackAVhite)

and living near a toxic pollution site in Detroit.
He used census data on the population/housing
and manufacturing directories of manufactur-
ing facilities. He also identified highly polluting
industries and used the Environmental Protec-
tion Agency's inventory of toxic chemicals. His
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unit of analysis was the census tract. Downey
tested competing models of environmental in-
equalitp (1) racist siting poliry: toxic sites were
placed in Black residential areas, (2) economic
inequality: low-income people who are dispro-
portionately Black move into areas near toxic
sites because they find low-cost housing there,
and (3) residential segregation: Whites move
into specific areas and keep out non-Whites. He
found greatest support for the residential segre-
gation model. Paradoxically, it meant that
Blacks were less likely than Whites to live close to
a toxic pollution site. This was because Whites
had obtained housing near the factories where
they worked and kept Blacks from moving in
but those factories were the maior sourcei of
toxic pqllution.

Social Indicators

During the 1960s, some social scientists, dissatis-
fied with the information available to decision
makers, spawned the "social indicators, move-
rment" to develop indicators of social well-being.
Many hoped that information about social weli-
being could be combined with widely used indi-
cators of economic performance i..g., gross
national product) to better inform government
and other policymaking officials. Thus, re-
searchers wanted to measure the quality of social
life so that such information could influence
public poliry.6

Today, there are many books, articles, and
reports on social indicators, and even a scholarly
journal, Social Indicators Research, devoted to
the creation and evaluation ofsocial indicators.
The U.S. Census Bureau produced a report,
Social Indicators, and the United Nations has
many measures of social well-being in different
nations.

A social indicator is any measure of social
well-being used in poliry. There are many spe-
cific indicators that are operationalizationJ of
well-being. For example, social indicators have
been d€veloped for the following areas: popula-
tion, family, housing, social security and welfare,

health and nutrition, public safety, education
and training, worh income, culture and leisure,
social mobilig, and public parricipation.

A more specific example of a social indica_
tor is the FBI's uniform crime index. It indicates
the amount of crime in U.S. society. Social indi-
cators can measure negative aspects of social life,
such as the infant mortality rate (the death rate
of infants during the first year of life) or alco-
holism, or they can indicate positive aspects,
such as job satisfaction or the percenta e of
housing units with indoor plumbing. Social in_
dicators often inyolve implicit value judgments
(e.g., which crimes are serious or what consti-
tutes a good quality of life).

Locating Data

LocatingExistingstatistics. The main sources
of existing statistics are goyernment or interna_
tional agencies and private sources. An enor-
mous volume and variety of information exists.
If you plan to conduct existing statistics re-
search, it is wise to discuss your interests with an
information professional-in this case, a refer_
ence librarian, who can point you in the direc_
tion of possible sources.

Many existing document5 nrs ..frss,'_1fin1

is, publicly available at libraries-but the time
and effort it takes to search for specific informa_
tion can be substantial. Researchers who con-
duct existing statistics research spend many
hours in libraries or on the Internet. After the
information is located, it is recorded on cards,
graphs, or recording sheets for later analysis. Of-
ten, it is already available in a format for com-
puters to read. For example, instead of recording
voting data from books, a researcher could use a
social science data archive at the UniversiW of
Michigan (to be discussed).

There are so many sources that only a small
sample ofwhat is available is discussed here. The
single-most valuable source of statistical infor-
mation about the United States is the Statistical
Abstract of the United States, which has been
published annually (with a few exceptions) since
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1878. The Statistical Abstract is available in all
public libraries and on the Internet and can be
purchased from the U.S. Superintendent of
bocuments. It is a selected compilation of the
many official reports and statistical tables pro-

duced by U.S. government agencies. It contains
statistical information from hundreds of more
detailed government reports' You may want to

examine more specific government documents.
(The detail of what is available in government
documents is mind boggling. For example, you
can learn that there were tvvo African American
females over the age of 75 in Tucumcari City,
NewMexico, in 1980.)

The Statistical Abstract has over 1,400
charts, tables, and statistical lists from over 200
government and private agencies. It is hard to
grasp all that it contains until you skim through
ih" tabl.r. A two-volume set summarizes similar
information across many years; it is called
Historical Statistics of the U.S.: Colonial Times to
1970.

Most governments publish similar statisti-
cal yearbooks. Australia's Bureau of Statistics
produces Y earb o ok Australia, Statistics Canada
produces CanadaYearbook, New Zealand's De-
partment of Statistics publishesNew Zealand Of-

ficialYearbook, andin the United Kingdom, the
Central Statistics Office publishes Annual Ab-
stract of Statistics.T Many nations publish books
with historical statistics, as well.

Locating government statistical documents
is an art in itself. Some publications exist solelyto
assist the researcher. For example, the American
Statistics Index: A Comprehensive Guide and
Index to the Statistical Publications of the U.S.
Government and Statistics Sources: A Subject
Guide to Data on Industrial, Business, Social Edu-
cation, Financial and Other Topics for the U.S' and
Internationqlly are two helpful guides for the
United States.s The United Nations and interna-
tional agencies such as the World Bankhave their
own publications with statistical information for
various countries (e.g., literacy rates, percentage
of the labor force working in agriculture, birth
rates)-for example, the Demographic Yearbook,

UNESCO Statistical Yearbook, and United Na-

tions Statistical Y earb o ok.
In addition to government statistical docu-

ments, there are dozens of other publications'
Many are produced for business purposes and

can be obtained only for a high cost. They in-

clude information on consumer spending, the

location of high-income neighborhoods, trends
in the economy, and the like.e

Over a dozen publications list characteris-
tics ofbusinesses or their executives. These are
found in larger libraries. Three such publications
are as follows:

Dun qnd Bradstreet Principal Industrial Busi-
nesses is a guide to approximately 51'000
businesses in 135 countries with informa-
tion on sales, number of employees, officers,
and products.

Who OwnsWhom comes involumes for na-
tions or regions (e.g., North America, the
United Kingdom, Ireland, and Austra'lia). It

lists parent companies, subsidiaries, and as-
sociated comPanies.

Standard and Poor's Register of Corporations,
Directors and Executives lists about 37,000
U.S. and Canadian companies. It has infor-
mation on corporations, products, officers,
industries, and sales figures.

Many biographical sources list famous peo-
ple and provide background information on

them. These are useful when a researcher wants

to learn about the social background, career, or

other characteristics of famous individuals. The
publications are compiled by companies that

send out questionnaires to people identified as
"important" by some criteria. They are public

,o,rt."t of information' but they depend on the

cooperation and accurary of indMduals who are

selected.
Politics has its own specialized publications.

There are two basic types. One has biographical
information on contemporary politicians. The

other type has information on voting, laws en-
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acted, and the like. Here are three examples of
political information publications for the United
States:

Almanac of American Politics is a biannual
publication that includes photographs and a
short biography of U.S. government offi-
cials. Committee appointments, voting
records, and similar information are pro-
vided for members of Congress and leaders
in the executive branch.

America Votes: A Handbook of Contempo-
rary American Election Statistics contains de-
tailed.voting information by county for
most statewide and national offices. Pri-
mary election results are included down to
the county level.

Vital Statistics on American Politics provides
dozens of tables on political behavior, such
as the campaign spending of every candi-
date for Congress, their primary and final
votes, ideological ratings by various political

': organizations, and a summary of voter reg-
istration regulations by state.

Another source of public information con-
sists of lists of organizations (e.g., business, edu-
cational, etc.) produced for general information
purposes. A researcher can sometimes obtain
membership lists of organizations. There are
also publications of public speeches given by fa-
mous people.

Second.ary Survey Data. Secondary analysis is
a special case of existing statistics; it is the re-
analysis of previously collected survey or other
data that were originally gathered by others. As
opposed to primary research (e.g., experiments,
surveys, and content analysis), the focus is on
analryzingrather than collecting data. Secondary
analysis is increasingly used by researchers. It is
relatively inexpensive; it permits comparisons
across groups, nations, or time; it facilitates
replication; and it permits asking about issues
not thought ofby the original researchers.

Large-scale data collection is expensive and
difficult. The cost and time required for a major
national surveythat uses rigorous techniques are
prohibitive for most researchers. Fortunately,
the organization, preservation, and dissemina-
tion of major survey data sets have improved.
Today, there are archives ofpast surveys that are
open to researchers.

The Inter-University Consortium for Polit-
ical and Social Research (ICPSR) at the Univer-
sity of Michigan is the world's major archive of
social science data. Over 17,000 survey research
and related sets of information are stored and
made available to researchers at modest costs.
Other centers hold survey data in the United
States and other nations.lo

A widely used source of survey data for the
United States is the General Social Survey (GSS),

which has been conducted annually in most
years by the National Opinion Research Center
at the University of Chicago. In recent years, it
has covered other nations as well. The data are
made publicly available for secondary analysis at
a low cost (see Box 9.6).

Limitations

Despite the growth and popularity of secondary
data ana\sis and existing statistics research,
there are limitations in their use. The use of such
techniques is not trouble free just because a gov-
ernment agenq/ or research organization gath-
ered the data. One danger is that a researcher
may use secondary data or existing statistics that
are inappropriate for his or her research ques-
tion. Before proceeding, a researcher needs to
consider units in the data (e.g., qpes of people,
organizations), the time and place of data col-
lection, the sampling methods used, and the spe-
cific issues or topics covered in the data (see Box
9.7). For example, a researcher wanting to ex-
amine racial-ethnic tensions between Latinos
and Anglos in the United States uses secondary
data that includes only the Pacific Northwest
and New England states should reconsider the
question or the use ofdata.
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The General Social Survey (GSS) is the best-known
set of survey data used by social researchers for sec-
ondary analysis. The mission of the GSS is "to make
timely, high quality, scientifically relevant data avair-
able to the social science research community"
(Davis and Smith, 1 992:1).lt is available in many
computer-readable formats and is widely accessible
for a low cost. Neither datasets nor codebooks are
copyrighted. Users may copy or disseminate them
without obtaining permission. You can find results
using the CSS in over 2,000 research articles and
books.

The National Opinion Research Center (NORC)
has conducted the CSS almost every year since
1972. A typical year's survey contains a random
sample of about 

. l 
,500 adult U.S. residents. A team

of researchers selects some questions for inclusion,
and individual researchers can recommend questions.

They repeat some questions and topics each year,
include some on a four- to six-year cycle, and add
other topics in specific years. For example, in 

.l 
998,

the special topic was job experiences and religion,

and in 2000, it was intergroup relations and multi-

culturalism.
Interviewers collect the data through face-to-

face interviews. The NORC staffcarefully selects in-

terviewers and trains them in social science
methodology and survey interviewing. About 1 20

to 1 40 interviewers work on the GSS each year.

About 90 percent are women, and most are middle
aged. The NORC recruits bil ingual and minority in-

terviewers. Interviewers with respondents are'race-
matched with respondents. Interviews are typically

90 minutes long and contain approximately 500
questions. The response rate has been 71 to 79
percent. The major reason for nonresponse is a re-

fusal to participate.
The International Social Survey Program conducts

similar surveys in other nations. Beginning with the

Cerman ALLBUS and British Social Attitudes Survey,
participation has grown to include 33 nations. The

goal is to conduct on a regular basis large-scale na-

tional general surveys in which some common ques-

tions are asked across cooperating nations.

A second danger is that the researcher does
not understand the substantive topic. Because
the data are easily accessible, researchers who
know very little about a topic could make erro-
neous assumptions or false interpretations about
results. Before using any data, a researcher needs
to be well informed about the topic. For exam-
ple, ifa researcher uses data on high school grad-
uation rates in Germanywithout understanding
the Germany secondary education system with
its distinct academic and vocational tracks, he or
she may make serious errors in interpreting
results.

A third danger is that a researcher may
quote statistics in great detail to give an impres-
sion of scientific rigor. This can lead to the

fallacy of misplaced concreteness, which occurs
when someone gives a false impression of preci-

sion by quoting statistics in greater detail than
warranted and "overloading" the details. For ex-
ample, existing statistics report that the popula-
tion of Australia is 19,169,083, but it is better to
say that it is a little over 19 million. One might
calculate the percentage of divorced people as
L5.65495 in a secondary data analysis of the 2000
General Social Survey, but it is better to report
that about 15.7 percent of people are divorced'r I

Units of Analysis and Variable Attributes, A
common problem in existing statistics is finding
the appropriate units of analysis. Many statistics
are published for aggregates, not the individual.
For example, a table in a government document
has information (e.g., unemployment rate,
crime rate, etc.) for a state, but the unit of analy-
sis for the research question is the individual
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Almost every country conducts a census, or a regu-
lar count of its population. For example, Australia has
done so since ' l  88. | ,  Canada since I87. | ,  and the
United States since I 790. Most nations conduct a
census every 5 or I 0 years. ln addition to the num-
ber of people, census officials collect information on
topics such as housing conditions, ethnicity, religious
affiliation. education. and so forth.

The census is a major source of high-quality ex-
isting statistical data, but it can be controversial. In
Canada, an attempt to count the number of same-
sex couples l iving together evoked public debate
about whether the government should document the
changes in society. In Creat Britain, the Muslim mi-
nority welcomed questions about religion in the
200,| census because they felt that they had been
officially ignored. In the United States, the measure-
ment of race and ethnicity was hotly debated, so in
the 2000 census, people could place themselves in
multiple racial,/ethnic categories.

The U.S. 2000 census also generated a serious
public controversy because it missed thousands of
people, most from low-income areas with concentra-
tions of recent immigrants and racial minorit ies.
Some double counting also occurred of people in
high income areas where many owned second homes.
A contentious debate arose among politicians to end
miscounts by using scientific sampling and adjusting
the census. The politicians proved to be less con-
cerned about improving the scientific a-curacy ofthe
census than retaining traditional census methods
that would benefit their own political fortunes or help
their constituencies, because the government uses
census data to draw voting districts and allocate
public funds to areas.

(e.g., "Are unemployed people more likely to
commit property crimes?"). The potential for
committing the ecological fullu.y is very real in
this situation. It is less of a problem for sec-
ondary survey analysis because researchers can

obtain raw information on each respondent
from archives.

A related problem involves the categories of
variable attributes used in existing documents or
survey questions. This is not a problem if the ini-
tial data were gathered in many highly refined
categories. The problem arises when the original
data were collected in broad categories or ones
that do not match the needs of a researcher. For
example, a researcher is interested in people of
Asian heritage. If the racial and ethnic heritage
categories in a document are "White," "Black,"
and "Other," the researcher has a problem. The
"Other" category includes people of Asian and
other heritages. Sometimes information was col-
lected in refined categories but is published only
in broad categories. It takes special efFort to dis-
cover whether more refined information was
collected or is publicly available.

Valiility. Validity problems occur when the
researcher's theoretical definition does not
match that of the government agency or organi-
zation that collected the information. Official
policies and procedures speci$' definitions for
official statistics. For example, a researcher de-
fines a work injury as including minor cuts,
bruises, and sprains that occur on the job, but
the official definition in government reports
only includes injuries that require a visit to a
physician or hospital. Many work injuries, as de-
fined by the researcher, would not be in official
statistics. Another example occurs when a re-
searcher defines people as unemployed if they
would work if a good job were available, if they
have to work part time when theywant full-time
work, and if they have given up looking for
work. The official definition, however, includes
only those who are now actively seeking work
(full or part time) as unemployed. The official
statistics exclude those who stopped looking,
who work part time out of necessity, or who do
not look because they believe no work is avail-
able. In both cases, the researcher's definition
differs from that in official statistics (see Box
9.8).
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In most countries, the official unemployment rate An economic policy or labor market perspective

measures only the unemployed (see below) as a per- says the rate should measure those ready to enter

cent of all working people. lt would be 50 percent the labor market immediately. lt defines nonworking

higher if two othei categories of nonemployed peo- people as a supply of high-quality labor, an input for

ple were added: involuntary part-time workers and use in the economy available to employers. By con-

discouraged workers (see below). In some countries trast, a social policy or human resource perspective

(e.g., Sweden and United States), it would be nearly says the rate should measure those who are not cur-

aorUt" if it included these people. This does not con- rently working to their fullest potential. The rate

sider other nonworking people, transitional self-em- should represent people who are not or cannot fully

ployed, or the underemployed (see below). What a utilize their talents, skills, or time to the fullest. lt de-

country measures is a theoreticai and conceptual de- fines nonworking people as a social problem ofindi-

finit ion issue: What construct should an unemploy- viduals unable to realize their capacity to be

ment rate measure and why measure it? productive, contributing members of society.

Categories of Nonemployed/Fully Utilized

Unemployed people People who meet three conditions: lack a paying job outside the home, are

taking active measures to find work, can begin work immediately if it is of-

fered.

Involuntary part-time workers People with a job, but work irregularly or fewer hours than they are able and

will ing.

Discouraged workers

Other nonworking

Transitional self-employed

Underemployed

Soarce: Adapted from The Economisl, July 22, 199 5, p.7 4.

People able to work and who actively sought it for some time, but being un-

able to find it, have given up looking.

Those not working because they are retired, on vacation, temporarily laid

off, semidisabled, homemakers, full-time students, or in the process of mov-

ing.

Self-employed who are not working full time because they are just starting

a business or are going through bankruptcy.

Persons with a temporary full-time job for which they are seriously overqual-

ified. They seek a permanent job in which they can fully apply their skills and

experience.

Another validity problem arises when offi-
cial statistics are a surrogate or proxy for a con-
struct in which a researcher is really interested'
This is necessary because the researcher cannot
collect original data. For example, the researcher
wants to know how many people have been
robbed, so he or she uses police statistics on rob-

bery arrests as a proxy. But the measure is not
entirely valid because many robberies are not re-
ported to the police, and reported robberies do
not always result in an arrest.

A third validity problem arises because the
researcher lacks control over how information is
collected. All information, even that in official
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government reports, is originally gathered by
people in bureaucracies as part oftheir jobs. A
researcher depends on them for collecting, or-
ganizing, reporting, and publishing data accu-
rately. Systematic errors in collecting the initial
information (e.g., census people who avoid poor
neighborhoods and make up information, or
people who put a false age on a driver's license);
errors in organizing and reporting information
(e.g., a police department that is sloppy about
filing crime reports and loses some); and errors
in publishing information (e.g., a gpographical
error in a table) all reduce measurement validity.

This kind of problem happened in U.S. sta-
tistics on the number of people permanentlylaid
off from their jobs. A university researcher reex-
amined the methods used to gather data by the
U.S. Bureau of Labor Statistics and found an er-
ror. Data on permanent job losses come from a
survey of 50,000 people, but the government
agency failed to adjust for a much higher survey
nonresponse rate. The corrected figures showed
that instead of a 7 percent decline in the number
of people laid offbetween1993 andl996,as had
been first reported, there was no change.l2

Rekability. Problems with reliability can plague
existing statistics research. Reliability problems
develop when official definitions or the method
of collecting information changes over time. Of-
ficial definitions of work injury disability, un-
employment, and the like change periodically.
Even ifa researcher learns ofsuch changes, con-
sistent measurement over time is impossible.
For example, during the early 1980s, the method
for calculating the U.S. unemployment rate
changed. Previously, the unemployment rate
was calculated as the number of unemployed
persons divided by the number in the civilian
work force. The new method divided the num-
ber of unemployed by the civilian work force
plus the number of people in the military. Like-
wise, when police departments computerize
their records, there is an apparent increase in
crimes reported, not because crime increases but
due to improved record keeping.

Reliability can be a serious problem in offi-
cial government statistics. This goes beyond rec-
ognized problems, such as the police stopping
poorly dressed people more than well-dressed
people, hence poorly dressed, lower-income
people appear more often in arrest statistics. For
example, the U.S. Bureau of Labor Statistics
found a 0.6 percent increase in the female un-
employment rate after it used gender-neutral
measurement procedures. Until the mid-1990s,
interviewers asked women only whether they
had been "keeping house or something else?"
The women who answered "keeping house"
were categorized as housewives, and not unem-
ployed. Because the women were not asked, this
occurred even if the women had been seeking
work. Once women were asked the same ques-
tion as men, "Were you working or something
else?" more women said they were not working
but doing "something else" such as looking for
work. This shows the importance of method-
ological details in how government statistics get
created.

Researchers often use official statistics for
international comparisons but national govern-
ments collect data differently and the quality of
data collection varies. For example, in 1994, the
official unemployment rate reported for the
United States was 7 percent lapan's was 2.9 per-
cent, and France's was 12 percent. If the nations
defined and gathered data the same way, includ-
ing discouraged workers and involuntary part-
time workers rates, the rates would have been 9.3
percent for the United States, 9.6 percent for
|apan, and I3.7 percent for France. To evaluate
the quality of official government statistics, The
Economist magazine asked a team of 20 leading
statisticians to evaluate the statistics of 13 na-
tions based on freedom from political interfer-
ence, reliability, statistical methodology, and
coverage oftopics. The top five nations in order
were Canada, Australia, Holland, France, and
Sweden. The United States was tied for sixth
with Britain and Germany. The United States
spent more per person gathering its statistics
than all nations except Australia and it released
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data the fastest. The quality of U.S. statistics suf-
fered from being highly decentralized, having
fewer statisticians employed than any nation,
and politically motivated cutbacks on the range
of data collected.l3

Missing Data. One problem that plagues re-
searchers who use existing statistics and docu-
ments is that of missing data. Sometimes, the
data were collected but have been lost. More fre-
quently, the data were never collected. The deci-
sion to collect official information is made
within government agencies. The decision to ask
questions on a survey whose data are later made
publicly available is made by a group of re-
searchers. In both cases, those who decide what
to collect may not collect what another re-
searcher needs in order to address a research
question. Government agencies start or stop col-
lecting information for political, budgetary or
other reasons. For example, during the early
1980s, cost-cutting measures by the U.S. federal
government stopped the collection of much in-
formation that social researchers had found

An androgynous first name is one that can be for ei-

ther a girl or boy without clearly marking the child's

gender. Some argue that the feminist movement de-

creased gender marking in a child's name as part of

its broader societal influence to reduce gender dis-

tinctions and inequality. Others observe that gender

remains the single-most predominant feature of nam-

ing in most societies. Even when racial groups or so-

cial classes invent distinctive new first names, the

gender distinctions are retained.
Lieberson and colleagues (2000) examined ex-

isting statistical data in the form of computerized
records from the birth certificates of 1 1 million births

of White children in the state of lllinois from 1 91 5 to

1 989. They found that androgynous first names are

valuable. Missing information is especially a
problem when researchers cover long time peri-
ods. For instance, a researcher interested in the
number of work stoppages and strikes in the
United States can obtain data from the 1890s to
the present, except for a five-year period after
1911 when the federal government did not col-
lect the data. (See Box 9.9 for an existing statis-
tics example.)

ISSUES OF INFERENCE AND I
THEORY TESTING

lnferences from Nonreactive Data

A researcher's ability to infer causality or t€st a
theory on the basis of nonreactive data is lim-
ited. It is difficult to use unobtrusive measures to
establish temporal order and eliminate alterna-
tive explanations. In content analysis, a re-
searcher cannot generalize from the content to
its effects on those who read the text' but can
only use the correlation logic ofsurvey research

rare (about 3 percent) and that there has been a

very slight historical trend toward androgyny, but

only in very recent years. ln addition, parents give an-

drogynous names to girls more than to boys' and

gender segregation in naming is unstable (i.e., a name

tends to lose its androgynous meaning over time).

The authors noted that the way parents nam€ chil-

dren mimics a pattern of collective behavior found to

operate in another research area: theracial segrega-

tion of neighborhoods. Change in residence is un-

equal among races with less movement by the

dominant group; the less powerful group moves to

occupy areas that the dominant group has aban-

doned; and integration is unstable, with new segre-

gation reappearing after some time.
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to show an association among variables. Unlike
the ease ofsurvey research, a researcher does not
ask respondents direct questions to measure
variables, but relies on the information available
in the text.

EthicalConcerns

Ethical concerns are not at the forefront of most
nonreactive research because the people being
studied are not directly involved. The primary
ethical concern is the privacy and confidentiality
of using information gathered by someone else.
Another ethical issue is that official statistics are
social and political products. Implicit theories
and value assumptions guide which information
is collected and the categories used when gather-
ing it. Measures or statistics that are defined as
official and collected on a regular basis are ob-
jects of political conflict and guide the direction
of policy. By defining one measure as official,
public policy is shaped toward outcomes that
would be difFerent if an alternative, but equally
valid, measure had been used. For example, the
collection of information on many social condi-
tions (e.g., the number of patients who died
while in public mental hospitals) was stimulated
by political activity during the Great Depression
of the 1930s. Previously, the conditions were not
defined as sufficiently important to warrant
public attention. Likewise, information on the
percentage of non-White students enrolled in
U.S. schools at various ages is available only
since 1953, and for specific non-White races
only since the 1970s. Earlier, such information
was not salient for public policy.

The collection of official statistics stimulates
new attention to a problem, and public concern
about a problem stimulates the collection of new
official statistics. For example, drunk driving be-
came a bigger issue once statistics were collected
on the number of automobile accidents and on
whether alcohol was a factor in an accident.

Political and social values influence deci-
sions about which existing statistics to collect.
Most official statistics are designed for top-down
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bureaucratic or administrative planning pur-
poses. They may not conform to a researcher's
purposes or the purposes of people opposed to
bureaucratic decision makers. For example, a
government agency measures the number of
tons of steel produced, miles of highway paved,
and average number of people in a household.
Information on other conditions such as drink-
ing-water qualiry time needed to commute to
work, stress related to a job, or number of chil-
dren needing child care maynot be collected be-
cause officials say it is unimportant. In many
countries, the gross national product (GNp) is
treated as a critical measure ofsocietal progress.
But GNP ignores noneconomic aspects of social
life (e.g., time spent playing with one's children)
and qpes of work (e.g., housework) that are not
paid. The information available reflects the out-
come of political debate and the values of offi-
cials who decide which statistics to collect.la

coNctustoN
In this chapter, you have learned about several
types of nonreactive research techniques. They
are ways to measure or observe aspects of social
life without affecting those who are being stud-
ied. Theyresult in objective, numerical informa-
tion that can be analyzed to address research
questions. The techniques can be used in con-
junction with other tlpes of quantitative or
qualitative social research to address a large
number of questions.

As with any form of quantitative data, re-
searchers need to be concerned with measure-
ment issues. It is easy to take available
information from a past survey or government
document, but what it measures may not be the
construct of interest to the researcher.

You should be aware of two potential prob-
Iems in nonreactive research. First, the availabil-
ity of existing information restricts the questions
that a researcher can address. Second, the non-
reactive variables often have weaker validity be-
cause they do not measure the construct of
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interest. Although existing statistics and sec- 4'

ondary data analysis are low-cost research tecn-

;i.que;, the researcher lacks control over' and

substantial knowledge oi, int a"o collection 5'

Drocess. This introduces a potential source ot er-
'rors about which researchers need to be espe- 6.
cially vigilant and cautious'

i" ire next chapter, we move from design-

ing research projects and collecting data-to ana-

liins. datu.The'analysis techniques apply to the 7 '

Jrru"iituti". data you learned about in the previ-

o.r, .haptets. So far, you have seen how to move

from a iopic, to a research design-and measures'

to collecting data. Next, you will le-arn how to

look at data and see what they can tell you about

a hypothesis or research question' 8.

Stone and Web er (L992) and Weber (1984' 1985)

r"*-uti""a computerized content analysis tech-

niques.
S". end."n (1981:58-66) for a discussion ofreli-

uUifi y. Coai"g categorization in content analysis

is discussed in Holsti (1969:94-126)'

A dir.or.io.t of social indicators can be found in

Carley (1981). Also see Bauer (1966)' Duncan

098i:233-235), Juster and Land (1981)' Land

itssz),and Rossi and Gilmartin (1980)'

iufu"y 
"o"-n"glish 

yearbook are also produced;

fo, .lu*pt", itatistiches Iahrbuch for the Federal

n prrUti.'of Cermany' Annuaire Statistique de la

France for France, Year Book Australia for Aus- ,

tralia, and Denmark's Statiskisk Ti Arsoversrgt'
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.uU.a tn. Statistical Handbook of lapan'
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ilffi--*
Ifyou read a research report or article based on
quantitative data, you will probably find charts'
graphs, andtables firll ofnumbers. Do notbe in-

ii-idut.d by them. A researcher provides the
charts, graphs, and tables to give you, the reader'
a condensed picture ofthe data. The charts and
tables allow you to see the evidence collected'
When you collect your own quantitative data,
yoo *ill want to use similar techniques to help
you see what is inside the data' You will need to

organize and manipulate the data so they can re-
veal things of interest. In this chapter, you will

learn the fundamentals of organizing and ana-
llzingqaantitative data. The analysis of quanti-

tative data is a complex field of knowledge. This
chapter covers only the basic statistical concepts
and data-handling techniques necessary to un-
derstand social research.

Data collected using the techniques in the
past chapters are in the form of numbers. The
numberi represent values of variables' which
measure characteristics of subjects, respondents,
or other cases. The numbers are in a raw form,
on questionnaires, note pads, recording sheets'
or paper. Researchers reorganize them into a

form suitable for computers, present charts or
graphs to summarize their features, and inter-
pret or give theoretical meaning to the results.

DEALING WITH DATA

Coding Data

Before a researcher examines quantitative data

to test hlpotheses, he or she needs to otganlze
them in a different form' You encountered the
idea of coding data in the last chapter' Here, data
coding means systematically reotganizing raw
numerical data into a format that is easy to ana-
lyze using computers. Researchers create and
consistently apply rules for transferring infor-
mation from one form to another.

Coding canbe a simple clerical taskwhen the

data are reiorded as numbers on well-organized

recording sheets. However, it gets complexwhen
the data are not well organized or not originally in

the form of numbers' Researchers develop rules

to assign certain numbers to variable attributes'

For example, a researcher codes males as 1 and fe-

males as 2.Eachcategory of a variable and miss-

ing information needs a code. A codebook is a

do=cument (i.e., one or more pages) describing the

coding procedure and the location of data for

variables in a format that computers can use'
When you code data, it is essential to cre-

ate a well-organized, detailed codebook and

make multiple copies of it. If you do not write

down the details of the coding procedure, or if

you misplace the codebook, you have lostthe

key to thi data and may have to recode the data

again.
Researchers begin to think about a coding

procedure and codebook before they collect

iutu. Fot example, a survey researcher precodes

a questionnaire before collecting data. Precoding

ttt."trr placing the code categories (e.g., 1 for

male, 2 for female) on the questionnaire.' Some-'

times, to reduce dependence on a codebook,
survey researchers also place the location in the

computer format on the questionnaire' -
ifa researcher does not precode, the first step

after collecting data is to create a codebook. He

or she also gives each case an identification num-

ber to keep track ofthe cases. Next, the researcher

transfers the information from each question-

naire into a format that computers can read'

Entering Data

Most computer programs designed for statistical

analysis need the data in a grid format. In the grid'

each row represents a respondent, subject, or

case. A column or a set of columns represents spe-

cific variables. It is possible to go from a column

and row location (e.g., row 7' column 5) back to

the original source of dutu (e.g., a questionnaire

item on marital status for respondent 8).
For example, a researcher codes survey data

for three respondents in a format for computers
like that presented in Figure 10.1. People cannot
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FIGURE Coded Data for Three Cases and Codebook

Exerpt from Survey Questionnaire
Respondent lD Interviewer Name
Note the Respondent's Sex: _ Male _ Female
.l 

' The first question is about the president of the United States. Do you Strongly Agree, Agree, Disagree,
Strongly Disagree, or Have No Opinion about the following statement:
The President of the United States is doing a great job.

- strong Agree - Agree - Disagree - strong Disagree _ No opinion
2. How old are you?

Excerpt ofCoded Data

Column
000000000111111111122222222223333333333444... etc. (tens)

ry I I 6! !' glr3 4s 6? 8' 0113 4 s 6? 8 e
01 212736302 182738274 10239 18.82 39+7+61 ... etc.
02 213334821 124988154 21242 18.21 3984123 ... etc.
03 420123982 113727263 12345 17.36 1487645 ...etc.
etc.
Raw data for first three cases, columns 1 through 42.

Excerpt from Codebook

Column Variable Name Description

1-2
3
4

ID
BLANK
Interviewer

Respondent identification number

Interviewer who collected the data:
I = Susan
2=Xia
3 :  Juan
4 : Sophia
5 : Clarence
Interviewer report of respondent's sex
' l  =Male,2=Female

The president of the United States is
doing a great job.

1 = Strongly Agree
2 : Agree
3 : No Opinion
4 = Disagree
5 = Strongly Disagree
Blank = missing information

Sex

PresJob
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easily read it, and without the codebook, it ts
worthless. It condenses answers to 50 survey
questions for three respondents into three lines
or rows. The raw data for many research projects
look like this, except that there may be over
1,000 rows, and the lines may be over 100
columns long. For example, a l5-minute tele-
phone survey of250 students produces a grid of
data that is 250 rows by 240 columns.

The codebook in Figure 10.1 says that the
first two numbers are identification numbers.
Thus, the example dataare for the first (01)' sec-
ond (02), and third (03) respondents. Notice
that researchers use zeroes as place holders to re-
duce confusion between I and 01. The ls are aI-
ways in column 2; the 10s are in column 1. The
codebook says that column 5 contains the vari-
able "sex": Cases 1 and2 are male and Case 3 is
female. Column 4 tells us that Carlos inter-
viewed Cases 1 and 2, and Sophia Case 3.

There are four ways to get raw quantitative
data into a computer:

l. Code sheet. Gather the information, then
transfer it from the original source onto a
grid format (code sheet). Next, type what is
on the code sheet into a computer, line by
line.

2. Direct-entry method, including CATL As in-
formation is being collected, sit at a com-
puter keyboard while listening to/observing
the information and enter the information,
or have a respondent/subject enter the in-
formation himself or herself. The computer
must be preprogrammed to accept the
information.

3. Optical scan. Gather the information, then
enter it onto optical scan sheets (or have a
respondent/subject enter the information)
by filling in the correct "dots." Next, use an
optical scanner or reader to transfer the in-
formation into a comPuter.

4. Bar code. Gathet the information and con-
vert it into different widths of bars that are
associated with specific numerical values,

then use a bar-code reader to transfer the in-
formation into a comPuter.

Cleaning Data

Accuracy is extremely important when coding
data. Errors made when coding or entering data
into a computer threaten the validity of measures
and cause misleading results. A researcher who
has a perfect sample, perfect measures' and no
errors in gathering data, butwho makes errors in
the coding process or in entering data into a
computer, can ruin a whole research project.

After very careful coding, the researcher ver-
ifies the acctracy of coding, or "cleans" the data.
He or she may code a 10 to 15 percent random
sample of the data a second time. If no coding
errors appear, the researcher proceeds; ifhe or
she finds errors' the researchbr rechecks all
coding.

When the data are in the computer' re-
searchers verify coding in two ways. Possible code
cleaning(or wild code checkireg) involves checking
the categories of all variables for impossible
codes. For example, respondent sex is coded 1 =

Male, 2 = Female. Finding a 4 for a case in the
field for the sex variable indicates a coding error.
A second method, contingency cleaning (ot

consistency checking), involves cross-classifying
two variables and looking for logically impossible
combinations. For example, education is cross-
classified by occupation. If a respondent is
recorded as never having passed the eighth grade
and also is recorded as being a legitimate medical
doctor, the researcher checks for a coding error.

A researcher can modifr data after they are
in the computer. He or she may not use more re-
fined categories than were used when cotlecting
the original data, but may combine or group in-
formation. For example, the researcher may
group ratio-level income data into five ordinal
categories. Also, he or she can combine informa-
tion from several indicators to create. a new
variable or add the responses to several ques-
tionnaire items into an index score.
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RESUtTS WITH ONE VARIABIE

Frequency Distributions

The word statistics can mean a set of collected

"."T!"ry 
(e.g., numbers telling how many peo_

ple live in a city) as well as a 6ranch of apiUea
mathematics used to manipulate and summa_
rize the features of numbers. Social researchers
use both types of statistics. Here, we focus on the
second t'?e-ways to manipulate and summa_
rize numbers that represent data from a research
project.

Descriptive statistics descnbe numerical data.
They can be categonzed by the number of vari_
ables involved: univariate, bivariate, or multi_
variate (for one, two, and three or more
variables). [Jnivariate statistics descnbe one vari_
able (uni- refers to one; -variate refers to vari_
able). The easiest way to describe the numerical
data of one variable is with a frequency distribu_
tion. It can be used with nominJ-, ordinal_, in_
terval-, or ratio-level data and takes many forms.
For example, I have data for 400 respondents. I
can summarize the information on the gender
of respondents at a glance with a raw co.rirt o. u
l1-..."jug. frequency distribution (see Figure
10.2). I can present the same informatioi in
graphic form. Some common types of graphic
representations are the histogram, bar chart, and.
pie chart. Bar charts or gtaphs are used for dis_
crete variables. They can have a vertical or hori_
zontal orientation with a small space between
the bars. The terminology is not elact, but his_
tograms are usually upright bar graphs for inter_
val or ratio data.

For interval- or ratio-level data, a researcher
often grqups the information into categories.
The.grouped categories should be mutujly ex_
clusive. Interval- or ratio-level data are often
plotted tn a frequency polygon.In it the number
of cases or frequency is along the vertical axis,
and the values ofthe variable or scores are along
the horizontal axis. A polryon appears when the
dots are connected.

Measures of Central Tendency

Researchers often want to summarize the infor_
mation about one variable into a single number.
They use three measures of central tlndencv, or
measures of the center ofthe frequency distribu_
tion: mean, median, and mode, which are often
calTed.averages (a less precise and less clear way
of saying the same thing). Each measure of cen_
tral.tendency goes with data having a specific
level of measurement (see Table 10.i.

The mode is the easiest to use and can be
used with nominal, ordinal, interval, or ratio
data. It is simply the most common or fre_
quently occurring number. For example, the
mode of the followinglist is 5: 6 5 7 t0 9-5 3 5. A
distribution can have more than one mode. For
example, the mode of this list is b oth 5 and,7:5 6
I 2 5 7 4 7.If the list gets long, it is easy to spot
the mode in a frequericy distributionij"" frof.
for the most frequent score. There will always be
at least one case with a score that is equal to the
mode.

The median is the middle point. It is also the
50th percentile, or the point at which half the
cases are above it and halfbelow it. It can be used
with ordinal-, interyal-, or ratio_level data (but
not nominal level). you can ..eyeball', 

the mode,
but computing a median requires a little more
work. The easiest way is firit to organize the
scores from highest to lowest, then co-unt to tire
middle. If there is an odd number of scores, it is
simple. Seven people are waiting for a bus; their
ages are: 1217 20 27 30 55 g0. The median age is
27. Note that the median does not change eaiily.
Ifthe 55-year-old and the g0-year-old 6oth got
on one bus, and the remaining people wlre
joined bytwo 31-year-olds, the rneaian remains
unchanged. Ifthere is an even number of scores,
things are a bit more complicated. For example,

:T^p^.9!t ut a bus stop hive the following aies:
17 20 26 30 50 70. The median is somewhe-re"be_
tween 26 and 30. Compute the median by
adding the two middle scores together and di_
viding by 2, or 26 + 30 = 5612= 26. The median
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*:,

TABTE 1 0.1 MeasuresofCentral
Tendency and Levels of
Measurement

Nominal

Ordinal

Interval

Ratio

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

age is 28, even though no person is 28 years old.
Note that there is no mode in the list of six ages
because each person has a different age.

The mean, also called the arithmetic aver-
age, is the most widely used measure of central
tendency. It can be ttsed only with interval- or
ratiolevel data.2 Compute the mean by adding
up all scores, then divide by the number of
scores. For example, the mean age in the previ-
ous example is 17 + 20 + 26 + 30 + 50 + 70 =
213;21316 = 35.5. No one in the list is 35.5 years
old, and the mean does not equal the median.

The mean is strongly affected by changes in
extreme values (very large or very small). For ex-
ample, the 50- and 7}-year-old left and were re-
placed with two 31-year-olds. The distribution
now looks like this: 17 20 26 30 3t 31. The me-
dian is unchanged: 28. The mean is IT + 20 + 26
+ 30 + 3l + 3I = 155; 15516 = 25.8. Thus, the
mean dropped a great deal when a few extreme
values were removed.

If the frequenry distribution forms a "nor-
mal" or bell-shaped curve, the three measures of
central tendency equal each other. Ifthe distrib-
ution is a skewed distribution (i.e., more cases are
in the upper or lower scores), then the three will
not be equal. If most cases have lower scores
with a few extreme high scores, the mean will be
the highest, the median in the middle, and the

mode the lowest. If most cases have higher
scores with a few extreme low scores, the mean
will be the lowest, the median in the middle, and
the mode the highest. In general, the median is
best for skewed distributions, although the mean
is used in most other statistics (see Figure 10.3).

Measures of Variation

Measures of central tendenry are a one-number
summary of a distribution; however, they give
only its center. Another characteristic of a distri-
bution is its spread, dispersion, or variability
around the center. Two distributions can have
identical measures of central tendencybut dif[er
in their spread about the center. For example,
seven people are at a bus stop in front ofa bar.
Their ages are 25 26 27 30 33 34 35. Both the me-
dian and the mean are 30. At a bus stop in front
of an ice cream store, seven people have the
identical median and mean, but their ages are 5
10 20 30 40 50 55. The ages ofthe group in front
of the ice cream store are spread more from the
center, or the distribution has more variability.

Variability has important social implica-
tions. For example, in city X, the median and
mean family income is $35,600 per year, and it
has zero variation. Zero yariatiorz means that
every family has an income of exactly $35,600.
CityYhas the same median and mean familyin-
come, but 95 percent of its families have in-
comes of $12,000 per year and 5 percent have
incomes of $300,000 per year. CityX has perfect
income equality, whereas there is great iniqual-
ity in city Y. Aresearcher who does not know the
variability of income in the two cities misses very
important information.

Researchers measure variation in three
ways: range, percentile, and standard deviation.
Range is the simplest. It consists of the largest
and smallest scores. For example, the range for
the bus stop in front of the bar is from 25 to 35.
or 35 - 25 = I0 years. If the 35-year-old got
onto a bus and was replaced by a 60-year-old,
the range would change to 60 - 25 = 45 years.
Range has limitations. For example, here are two
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FIcURE 1 0.3 Measures ofCentral  Tendency

Number of
Cases

Lowest

Normal Distribution

Values of Variables

Skewed Distributions

Highest

groups of sixwith a range of 35 years: 30 30 30 30
30 65 and 20 45 46 48 50 55.

Percentiles tell the score at a specific place
within the distribution. One percentile you ar-
ready learned is the median, the 50th percentile.
Sometimes the 25th and 75th percentiles or the
10th and 90th percentiles are used to describe a
distribution. For example, the 25th percentile is
the score at which 25 percent of the distribution
have either that score or a lower one. The com-
putation of a percentile follows the same logic as
the median. If I have 100 people andwant to find
the 25th percentile. I rank the scores and count
up from the bottom until I reach number 25. If
the total is not 100, I simply adjust the distribu-
tion to a percentage basis.

Standard deviation is the most difficult to
compute measure of dispersion; it is also the
most comprehensive and widely used. The range
and percentile are for ordinal-, interval-, and ra-
tio-level data, but the standard deviation re-
quires an interval or ratio level of measurement.

It is based on the mean and gives an "average
distance" between all scores and the mean. Peo-
ple rarely compute the standard deviation by
hand for more than a handful of cases because
computers and calculators can do it in seconds.

Look at the calculation ofthe standard devi-
ation in Figure 10.4. If you add up the absolute
difference between each score and the mean (i.e.,

subtract each score from the mean), you get
zero. This is because the mean is equally distant
from all scores. Also notice that the scores that
differ the most from the mean have the largest
effect on the sum ofsquares and on the standard
deviation.

The standard deviation is used for compar-
ison purposes. For example, the standard devia-
tion for the schooling of parents of children in
class A is 3.317 years; for class B, it is 0.812; and
for class C, it is 6.239. The standard deviation
tells a researcher that the parents ofchildren in
class B are very similar, whereas those for class C
are very different. In fact, in class B, the schoo'-

Mode Median Mean Mean Median Mode
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FIGURE I 0.4 TheStandard Deviat ion

Steps in Computing the Standard Deviation
1. Compute the mean.
2. Subtract the mean from each score.
3. Square the resulting difference for each score.
4. Total up the squared differences to get the sum ofsquares.
5. Divide the sum of squares by the number of cases to get the variance.
5. Take the square root ofthe variance, which is the standard deviation.

Example of Computing the Standard Deviation

[8 respondents, variable = years of schooling]

Score Score - Mean Squared (Score - Mean)

15
12
12
.t0

16
18
8
9

X = SCORE of case

X = VElt t

Formulaj

15-12.5= 2.5
12-12.5=-0.5
12-12.5:-0.5
10- '12.5:-2.5
16-12.5:  3.5
.r8-12.5= 

5.5
8-12.5= 4.5
9-12.5=-3.5

I = Sigma (Greek letter) for sum, add together

N= Numberof cases

6.25
.25
.25

6.25
12.25
30.2s
20.25
12.25

Mean ='15 + 12+12+ l0+ 16+ 18+ 8+9 = 100, 1OO/8 :  12.5
Sum of squares : 6.25 + .25 + .25 + 6.25 + 12.25 + 30.25 + 20.25 + 12.25 = 88
Variance : Sum of squares/Number of cases = 88/8 = .11

Standard deviation = Square root ofvariance = 11 = 3.317 years.
Here is the standard deviation in the form of a formula with svmbols.

Svmbols:

Standard deviation = ttfx - -xf

VN

aThere is a slight difference in the formula depending on whether one is using data for the popula-
tion or a sample to estimate the population parameter

ing of an "average" parent is less than a year
above or below than the mean for all parents, so
the parents are very homogeneous. In class C,
however, the "average" parent is more than six
years above or below the mean, so the parents
are very heterogeneous.

The standard deviation and the mean are
used to create z-scores. Z-scores let a researcher
compare two or more distributions or groups.
The z-score, also called a standardized score, ex-
presses points or scores on a frequency distribu-
tion in terms of a number of standard deviations
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from the mean. Scores are in terms of their rela-
tive position within a distribution, not as ab-
solute values.

For example, Katy, a sales manager in firm
A, earns $50,000 per year,whereas Mike in firm
B earns $38,000 per year. Despite the absolute
income differences betvveen them, the managers
are paid equally relative to others in the same
firm. Katy is paid more than two-thirds of other
employees in her firm, and Mike is also paid
more than two-thirds of the employees in his
firm.

Z-scores are easy to calculate from the mean
and standard deviation (see Box 10.1). For ex-
ample, an employer interviews students from

Kings College and Queens College. She learns
that the colleges are similar and that both grade
on a 4.0 scale. Yet, the mean grade-point average
at Kings College is 2.62 with a standard deviation
of .50, whereas the mean grade-point average at

Queens College is 3.24 with a standard deviation
of .40. The employer suspects that grades at

Queens College are inflated. Suzette from Kings
College has a grade-point average of 3'62, and

]orge from Queens College has a grade-point av-
erage of 3.64. Both students took the same
courses. The employer wants to adjust the grades
for the grading practices of the two colleges (i.e.,

create standardized scores). She calculates z-
scores by subtracting each student's score from

Personally, I do not l ike the formula for z-scores,
which is:

Z-score = (Score - Mean)/Standard Deviation,

or in symbols:

x-x
z=-

6

where:X = score,X = mean, E = standard deviation
I usually rely on a simple conceptual diagram that

does the same thing and that shows what z-scores
really do. Consider data on the ages of schoolchild-
ren with a mean of Z years and a standard deviation
of 2 years. How do I compute the z-score of 5-year-
old Miguel, or what if I know that Yashohda's z-score
is a *2 and I need to know her age in years? First, I

draw a little chart from -3 to *3 with zero in the

middle. I will put the mean value at zero, because a z-

score of zero is the mean and z-scores measure dis-

tance above or below it. I stop at 3 because virtually

all cases fall within 3 standard deviations of the mean
in most situations. The chart looks like this:

l l l l l l l
-3 -2 -.1 0 +1 +2 +3

Now, I label the values of the mean and add or

subtract standard deviations from it. One standard

deviation above the mean (+1 ) when the mean is 7

and standard deviation is 2 years is just 7 -l 2, or 9

years. For a -2 z-score, I put 3 years. This is because

it is 2 standard deviations, of 2 years each (or 4

years), lower than the Mean of 7. My diagram now

looks like this:

1 357 9 11 13 ageinYears
r l l l l l l

-3-2 -1 0 +1 +2 +3

It is easy to see that Miguel, who is 5 years old,

has a z-score of - 1 , whereas Yashohda's z-score of

*2 corresponds to 'l 1 years old. I can read from z-

score to age, or age to z-score. For fractions, suchqs

a z-score of - 1 .5, I just apply the same fraction. to

age to get 4 years. Likewise, an age of 1 2 is a z-score

of *2.5.
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the mean, then dividing by the standard devia-
tion. For example, Suzette's z-score is 3.62 -
2.62 = 1.00/.50 = 2, whereas |orge's z-score is
3.64 - 3.24. = .401.40 = 1. Thus, the employer
learns that Suzette is two standard deviations
above the mean in her college, whereas forge rs
only one standard deviation above the mean for
his college. Although Suzette's absolute grade-
point average is lower than forge's, relative to the
students in each oftheir colleges Suzette's grades
are much higher than forge's.

RESULTS WITH TWO VARIABTES

A Bivariate Relationship

Univariate statistics describe a single variable in
isolation. Bivariate statistics are much more
valuable. Theylet a researcher consider two vari-
ables together and describe the relationship be-
tween variables. Even simple hypotheses require
two variables. Bivariate statistical analysis shows
a relationship between variables-that is, things
that appear together.

Statistical relationships are based on two
ideas: covariation and independence. Covaria-
tion means that things go together or are associ-
ated. To covary means to vary together; cases
with certain values on one variable are likely to
have certain values on the other one. For exam-
ple, people with higher values on the income
variable are likely to have higher values on the
life expectancy variable. Likewise, those with
lower incomes have lower life expectanry. This is
usually stated in a shorthand way by saying that
income and life expectancy are related to each
other, or covary. We could also say that knowing
one's income tells us one's probable life ex-
pectancy, or that life expectancy depends on in-
come.

Independence is the opposite of covariation.
It means there is no association or no relation-
ship between variables. If two variables are inde-
pendent, cases with certain values on one
variable do not have any particular value on the

other variable. For example, Rita wants to knorv
whether number of siblings is related to life ex-
pectancy. If the variables are independent, then
people with many brothers and sisters have the
same life expectancy as those who are only chil-
dren. In other words, knowing how many broth-
ers or sisters someone has tells Rita nothine
about the person's life expectancy.

Most researchers state hypotheses in terms
ofa causal relationship or expected covariation;
if they use the null hlpothesis, the hypothesis is
that there is independence. It is used in formal
hlpothesis testing and is frequently found in in-
ferential statistics (to be discussed).

Three techniques help researchers decide
whether a relationship exists between two vari-
ables: (1) a scattergram, or a graph or plot of the
relationship; (2) cross-tabulation, or a percent-
aged table; and (3) measures of associition, or
statistical measures that express the amount of
covariation by a single number (e.g., correlation
coefficient).

Seeing the Relationship:
The Scattergram

What Is a Scattergram (or Scatterplot)? A
scattergram is a graph on which a researcher
plots each case or observation, where each axis
represents the value ofone variable. It is used for
variables measured at the interval or ratio level,
rarely for ordinal variables, and never if either
variable is nominal. There is no fixed rule frrr
which variable (independent or dependent) to
place on the horizontal or vertical axis, but usu-
ally the independent variable (syrnbolized by the
letter X) goes on the horizontal axis and the de-
pendent variable ( syrnbol ized by I on the verti-
cal axis. The lowest value for each should be the
lower left corner and the highest value should be
at the top or to the right.

How to Construct a Scattergram. Begin with
the range of the two variables. Draw an axis with
the values of each variable marked and write
numbers on each axis (graph paper is helpful).
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Next, label each axis with the variable name and
put a title at the top.

You are now ready for the data. For each
case, find the value of each variable and mark the
graph at aplace corresponding to the two values.
For example, a researcher makes a scattergram
of years of schooling by number of children. He
or she looks at the first case to see years of
schooling (e.g., 12) and at the number of chil-
dren (e.g., 3). Then he or she goes to the place on
the graph where 12 for the "schooling" variable
and 3 for the "number of children" variable in-
tersect and puts a dot for the case.

The scattergram in Figure 10.5 is a plot of
data for 33 women. It shows a negative relqtion-
shipbetween the years of education the woman
completed and the number of children she gave
birth to.

Whnt Can You Learn from the Scattergram?
A researcher can see three aspects of a bivariate
relationship in a scattergram: form, direction,
and precision.

Form. Relationships can take three forms: in-
dependence, linear, and curvilinear. Inde-
pendence or no relationship is the easiest to see.
It looks like a random scatter with no pattern, or
a straight line that is exactly parallel to tlie hori-
zontal or vertical axis. A linear "relationship
means that a straight line can be visualized in the
middle of a maze of cases running from one cor-
ner to another. A curvilinear relationshlp means
that the center of a maze of cases would form a U
curve, right side up or upside down, or an S
curye.

Direction. Linear relationships can have a pos-
itive or negative direction. The plot of a positive
relationship looks like a diagonal line from the
lower left to the upper right. Higher values on X
tend to go with higher values on Y, and vice
versa. The income and life expectancF example
described a positive linear relationship. .

Anegativerelationship looks like aline from
the upper left to the lower right. It means that
higher values on one variable go with lowerval-

FIcURE 1 0.5 Example of a Scattergram: Years of Education by Number
of Natural Children Jor 33 Women
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ues on the other. For example, people with more
education are less likely to have been arrested. If
we look at a scattergram ofdata on a group of
males where years of schooling (X axis) are plot-
ted by number of arrests (Y axis)' we see that
most cases (or men) with many arrests are in the
lower right, because most of them completed
few years of school. Most cases with few arrests
are in the upper left because most have had more
schooling. The imaginary line for the relation-
ship can have a shallow or a steep slope. More
advanced statistics provide precise numerical
measures of the line's slope.

Precision. Bivariate relationships differ in their
degree of precision. Precision is the amount of
spread in the points on the graph. A high level of
precision occurs when the points hug the line
that summarizes the relationship. Alowlevel oc-
curs when the points are widely spread around
the line. Researchers can "eyeball" a highly pre-
cise relationship. They can also use advanced
statistics to measure the precision of a relation-
ship in a way that is analogous to the standard
deviation for univariate statistics.

Bivariate Tables

What Is a Bivariate Table? The bivariate con-
tingency table is widely used. It presents the
same information as a scattergram in a more
condensed form. The data can be measured at
anylwel of measurement, although interval and
ratio data must be grouped if there are many dif-
ferent values. The table is based on cross-tabula-
tion; that is, the cases are organized in the table
on the basis of two variables at the same time.

A contingency table is formed by cross-tabu-
lating two or more variables. It is contingent be-
cause the cases in each category ofa variable get
distributed into each category of a second (or
additional) variable. The table distributes cases
into the categories of multiple variables at the
same time and shows how the cases, by category
ofone variable, are "contingent upon" the cate-
gories of other variables.

CHAPTER 1O , /  ANALYSIS OF QUANTITATIVE DATA 259

Figure 10.6 is a raw count or frequency
table. Its cells contain a count of the cases. It is
easy to make, but interpreting a raw count table
is difficult because the rows or columns can have
different totals. and what is of real interest is the
relative size of cells compared to others.

Researchers convert raw count tables into
percentaged tables to see bivariate relationships.
There are three ways to percentage a table: by
row, by column, and for the total. The first two
are often used and show relationships.

Is it best to percentage by row or column?
Either can be appropriate. Let us first review the
mechanics of percentaging a table. When calcu-
lating column percentages, compute the per-
centage each cell is of the column total. This
includes the total column or marginal for the
column variable. For example, the first column
total is 26 (there are 26 people under age 30),
and the first cell of that column is 20 (there are
20 people under age 30 who agree). The per-
centage is20126=0.769 or76.9 percent. Or, for
the first number in the marginal, 37ll0l = 0.366
= 36.6 percent (see Table 10.2). Except for
rounding, the total should equal 100 percent.

Computing row percentages is similar.
Compute the percentage of each cell as a per-
centage of the row total. For example, using the
same cell with 20 in it, we now want to know
what percentage it is of the row total of 37, or
20137 = 0.541 = 54.1 percent. Percentaging by
row or column gives different percentages for a
cell unless the marginals are the same.

The row and column percentages let a re-
searcher address different questions. The row
percentage table answers the question. Among
those who hold an attitude, what percentage
come from each age group? It says of respon-
dents who agree,54.I percent are in the under-
30 age group. The column percentage table
addresses the question: Among those in each age
group, what percentage hold different attitudes?
It says that among those who are under 30,76.9
percent agree. From the row percentages, a re-
searcher learns that a little over half ofthose who
agree are under 30 years old, whereas from col-
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F lG U R E I 0.6 Age Group by Attitude about Changing the Drinking
Age, Raw Count Table

Age Group (b)Raw Count Table (a)

Attitude (b) 30-45 46-60
61 and
Older Total(c)

Agree
No opinion
Disagree
Total (c)

Missing cases (f ) = 8.

The Parts of a Table
(a) Cive each table a fifle which names variables and provides background information'

(b) Label the row and column variable and give a name to each of the variable categories.

(c) Include the totals of the columns and rows. These are called the marginab.rhey

equal the univariate frequency distribution for the variable.
(d) Each number or place that corresponds to the intersection ofa category for each

variable is a cell of a table.
(e) The numbers with the labeled variable categories and the totals are called the

body of a table.
(f ) lf there is missing information (cases in which a respondent refused to answer,

ended interview, said "don't know," etc.), report the number of missing cases near

the table to account for all original cases.

Under 30

20
3 (d)

3

4
10
2L

10
10
_l

152sfr t
(")

26

3
2

10

37
25
3g

101

umn percentages, the researcher learns that
among the under-30 people, over three-quarters
agree. One way of percentaging tells about peo-
ple who have specific attitudes; the other telis
about people in specific age groups.

A researcher's h1'pothesis may imply look-
ing at row percentages or the column percent-
ages. When beginning, calculate percentages
each way and practice interpreting, or figuring
out, what each says. For example, myhypothesis
is that age affects attitude, so column percent-
ages are most helpful. However, if my interest
was in describing the age make-up of groups of
people with different attitudes, then row per-
centages are appropriate.

Unfortunately, there is.no "industry stan-
dard" for putting independent and dependent
variables in a percentage table as row or column,
or for percentage by row and column. A major-
ity ofresearchers place the independent variable
as the column and percentage by column, but a
large minority put the independent variable as
the row and percentage bY row.

Reailing a Percentaged Table. Once you uh-
derstand how a table is made, reading it and fig-
uring out what it says are much easier. To read a
table, first look at the title, the variable labels,
and any background information. Next, look at
the direction in which percentages have been
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computed-in rows or columns. Notice that the
percentaged tables in Table 10.2 have the same
title. This is because the same variables are used.
It would have helped to note how the data were
percentaged in the title, but this is rarely done.
Sometimes, researchers present abbreviated ta-
bles and omit the 100 percent total or the mar-
ginals, which adds to the confusion. It is best to
include all the parts of a table and clear labels.

Researchers read percentaged tables to
make comparisons. Comparisons are made in
the opposite direction from that in which per-

centages are computed. A rule of thumb is to
compare across rows if the table is percentaged
down (i.e., by column) and to compare up and
down in columns if the table is percentaged
across (i.e., by row).

For example, in row-percentaged Table
10.2, compare columns or age groups. Most of
those who agree are in the youngest group, with
the proportion declining as age increases. Most
no-opinion people are in the middle-age groups,
whereas those who disagree are older, especiJly
in the 46-to-60 group. When reading column-

TA B L E 1 0.2 Age Group by Attitude about Changing the Drinking Age,
Percentaged Tables

€roup
., .  ' ,
3'Ar:45

407"

40

20

45-60

T

Agree

No opinion

Disagr:ee

Total

(N)

Missing cases = 8

Agree

No opinion

Disagree

Total

Missing cases = 8

76.9%

I 1.5

I  1.5

11.4% 20%

28.6 13.3

60 66.7

36.6%

24.8

3 8.6
99.9

(26).

.100

(2s)-
100

(3 s)-
r00
(t  s)-

100

(10r )*

,ii;.

54.1%

12

7.7

27%

40

12.8

(37).

(2s).
(3 9)-

10.8% 8.1% 100%

40 8 100

53.8 2s.6 99.9

25.7 24.8 34.7 14.9 ' r00.r  (101)-

*For percentaged tables, provide the number of cases or N on which percentages are computed in paren-
theses near the total of I 00%. This makes it possible to go back and forth from a percentaged table to a
raw count table and vice versa.

Column-Percentaged Table

Row-Percentaged Table
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percentaged Table 10.2, compare across rows.
For example, a majority of the youngest group
agree, and they are the only group in which most
people agree. Only 11.5 percent disagree, com-
pared to a majority in the two oldest groups.

It takes practice to see a relationship in a
percentaged table. Ifthere is no relationship in a
table, the cell percentages look approximately
equal across rows or columns. A linear relation-
ship looks like larger percentages in the diagonal
cells. If there is a curvilinear relationship, the
largest percentages form a pattern across cells.
For example, the largest cells might be the upper
right, the bottom middle, and the upper left. It is
easiest to see a relationship in a moderate-sized
table (9 to t6 cells) where most cells have some
cases (at least five cases are recommended) and
the relationship is strong and precise.

Principles ofreading a scattergram can help
you see a relationship in a percentaged table.
Imagine a scattergram that has been divided into
12 equal-sized sections. The cases in each section
correspond to the number of cases in the cells of
a table that is superimposed onto the scatter-
gram. The table is a condensed form of the scat-
tergram. The bivariate relationship line in a
scattergram corresponds to the diagonal cells in
a percentaged table. Thus, a simple way to see
strong relationships is to circle the largest per-
centage in each row (for row-percentaged
tables) or column (for column-percentaged ta-
bles) and see ifa line appears.

The circle-the-largest-cell rule works-with
one important caveat. The categories in the per-
centages table mustbe ordinal or interval and in
the same order as in a scattergram. In scatter-
grams the lowest variable categories begin at the
bottom left. If the categories in a table are not
ordered the same way, the rule does not work.

For example, Table 10.3a looks like a posi-
tive relationship and Table 10.3b like a negative
relationship. Both use the same data and are per-
centaged by row. The actual relationship is nega-
tive. Look closely-Table 10.3b has age
categories ordered as in a scattergram. When in
doubt. return to the basic difference between

positive and negative relationships. A positive re-

lationship means that as one variable increases,

so does the other. A negative relationship means
that as one variable increases, the other decreases.

Bivariate Tables without Percentages. Re-

searchers condense information in another kind

of bivariate table with a measure of central ten-

dency (usually the mean) instead of percentages.

It is used when one variable is nominal or ordi-
nal and another is measured at the interval or ra-

tio level. The mean (or a similar measure) of the
interval or ratio variable is presented for each
category of the nominal or ordinal variable. All

cases are divided into the ordinal or nominal
variable categories; then the mean is calculated
for the cases in each variable category from the
raw data.

Table 10.4 shows the mean age of people in

each ofthe attitude categories. The results sug-

TABTE 10.3a

Under 30

30-45

46-60

61 +

s% 25
.r5 25
35 45

45 35

30 40

40 20

12 8
. t5 5

(

8

20

40

100

100

100

100

TABLE 1 O.3b AgebySchool ing

61 + 45%

46-60 35

30-45 1 5

Under 30 5

35

45

25

25

.t5

12

40

30

100

100

100

100



Agree

No opinion

Disagree

TABLE 1 0.4 Att i tude about Changing
the Drinking Age by Mean
Age of Respondent
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dicating a negative relationship and positive
numbers a positive relationship. A measure of
1.0 means a 100 percent reduction in errors, or
perfect prediction.

MORE THAN TWO VARIABLES

Statistical Control

Showing an association or relationship between
two variables is not sufficient to say that an in-
dependent variable causes a dependent variabie.
In addition to temporal order and association, a
researcher must eliminate alternative explana-
tions-explanations that can make the hypothe-
sized relationship spurious. Experimental
researchers do this by choosing a research design
that physically controls potential alternative ex-
planations for results (i.e., that threaten internal
validity).

In nonexperimental research, a researcher
controls for alternative explanations with statis-
tics. He or she measures possible alternative ex-
planations vmth control variables, then examines
the control variables with multivariate tables and
statistics that help him or her decide whether a
bivariate relationship is spurious. They also
show the relative size of the effect of multiple in-
dependent variables on a dependent variable.

A researcher controls for alternative expla-
nations in multivariate (more than two vari-
ables) analysis by introducing a third (or
sometimes a fourth or fifth) variable. For exam-
ple, a bivariate table shows that taller teenagers
like sports more than shorter ones do. But-the
bivariate relationship between height and atti-
tude toward sports may be spurious because
teenage males are taller than females, and males
tend to like sports more than females. To test
whether the relationship is actually due to sex, a
researcher must control for gen'der; in other
words, effects of sex are statistically remoyed.
Once this is done, a researcher can see whether
the bivariate relationship between height and al-
titude toward sports remains.

26.2

44.5

61.9

(s7)
(2s)
(se)

Missing cases = 8

gest that the mean age of those who disagree is
much higher than for those who agree or have
no opinion.

Measures of Association

A measure of association is a single number that
expresses the strength, and often the direction,
of a relationship. It condenses information
about a bivariate relationship into a single
number.

There are many measures of association.
The correct one depends on the level of mea-
surement. Many measures are called by letters of
the Greek alphabet. Lambda, gamma, tau, chi
(squared), and rho are commonly used mea-
sures. The emphasis here is on interpreting the
measures, not on their calculation. In order to
understand each measure, you will need to com-
plete a beginning statistics course.

If there is a strong association or relation-
ship, then few errors are made predicting a sec-
ond variable on the basis of knowledge of the
first, or the proportion oferrors reduced is large.
A large number ofcorrect guesses suggests that
the measure of association is a nonzero number
if an association exists between the variables.
Table 10.5 describes five commonly used bivari-
ate measures of association. Notice that most
range from - 1 to +1, with negative numbers in-
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TABLE I 0.5 FiveMeasuresofAssociat ion

Lambda is used for nominal-level data. lt is based
on a reduction in errors based on the mode and
ranges between 0 (independence) and 1.0
(perfect prediction or the strongest possible
relationship).

6amma is used for ordinal-level data. lt is based on
comparing pairs of variable categories and seeing
whether a case has the same rank on each. Camma
ranges from - I .0 to *1 .0, with O meaning no
association.

Tau is also used for ordinal-level data. lt is based
on a different approach than gamma and takes
care of a few problems that can occur with gamma.
Actually, there are several statistics named tau (it
is a popular Creek letter), and the one here is
Kendall 's tau. Kendall 's tau ranges from - I .0 to
*1 .0, with 0 meaning no association.

Rho is also called Pearson's product moment
correlation coefficient (named after the famous
statistician Karl Pearson and based on a oroduct
moment statistical procedure). lt is the most
commonly used measure of correlation, the
correlation statistic people mean if they use the
term correlation without identifying it further. lt can

Summary of Measures of Association

Lambda

Camma

Tau (Kendall 's)

Rho

Chi-square

Nominal 
. l 

.0

Ordinal

Ordinal

Interval, ratio

be used only for data measured at the interval or
ratio level. Rho is used for the mean and standard
deviation of the variables and tells how far cases
are from a relationship (or regression) line in a
scatterplot. Rho ranges from - 1 .0 to *1 .0, with 0
meaning no association. lf the value of rho is
squared, sometimes called R-squared, it has a
unique proportion reduction in error meaning. R-
squared tells how the percentage in one variable
(e.g., the dependent) is accounted for, or
explained by, the other variable (e.g., the
independent). Rho measures l inear relationships
only. lt cannot measure nonlinear or curvilnear
relationships. For example, a rho of zero can
indicate either no relationship or a curvil inear
relationship.

Chi-squared has two different uses. lt can be used
as a measure of association in descriptive statistics
like the others l isted here, or in inferential
statistics. Inferential statistics are briefly described
next. As a measure of association, chi-squared can
be used for nominal and ordinal data. lt has an
upper l imit of infinity and a lower l imit of zero,
meaning no association.

',:';L;,;.:':;:"ltjg$',' , .' ''
l::|i::* ,::;:',::

t.

I

t

+1.0,-1.0
+t .0, -.1 .0
+1.0,  - r .0

0

0

0

0

0

p

x2 Nominal, ordinal Infinity

A researcher controls for a third variable by
seeing whether the bivariate relationship persists
within categories of the control variable. For ex-
ample, a researcher controls for sex, and the re-
lationship between height and sports attitude

persists. This means that tall males and tall fe-
males both like sports more than short males
and short females do. In other words, the con-
trol variable has no effect. When this is so, the bi-
variate relationship is not spurious.
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I

il

If the bivariate relationship weakens or dis_
appears after the control variable is considered,
it means that tall males are no more likelv than
short males to like sports, and tall females ur. rro
more likely to like sports than short females. It
indicates that the initial bivariate relationship is
spurious and suggests that the third variable. sex.
and not height, is the true cause of differences in
attitudes toward sports.

Statistical control is a key idea in advanced
statistical techniques. A meaiure of association
like the correlation coefficient onlysuggests a re_
lationship. Until a researcher considers control
variables, the bivariate relationship could be
spurious. Researchers are cautious in interpret_
ing bivariate relationships until they have con_
sidered control variables.

The Elaboration Model of
Percentaged Tables

Constructing Triyariate Tables. In order to
meet all the conditions needed for causality, re_
searchers want to "control for" or see whether
aR altemative explanation explains awaya causal
relationship. If an alternative explanation ex-
plains a relationship, then the bivariate relation-
ship is spurious. Alternative explanations are
operationalized as third variables, which are
caTled control yariables because they control for
alternative explanation.

One way to take such third variables into
consideration and see whether they influence the
bivariate relationship is to statistically introduce
control variables using trivariate or three-vari-
able tables. Trivariate tables differ slightly from
bivariate tables; theyconsist of multiple bivariate
tables.

A trivariate table has a bivariate table of the
independent and dependent variable for each
category ofthe control variable. These new ta-
bles are called partials. The number of partials
depends on the number of categories in the con-
trol variable. Partial tables look like bivariate ta-
bles, but theyuse a subset of the cases. Onlycases
with a specific value on the control variable are

in the partial. Thus, it is possible to break apart a
bivariate table to form partials, or combine the
partials to restore the initial bivariate table.

Trivariate tables have three limitations.
First, they are difficult to interpret if a control
variable has more than four catigories. Second,
control variables can be at any level of measure_
ment, but interval or ratio control variables
must be grouped (i.e., converted to an ordinal
level), and how cases are grouped can affect the
interpretation of effects. Finaliy, the total num_
ber of cases is a limiting factor tecause the cases
are divided among cells in partials. The number
of cells in the partials equali the number of cells
in the bivariate relationship multiplied by the
number of categories in the control variable. For
example, a control variable has three categories,
and a bivariate table has 12 cells, so the p"artials
have 3 X 12 = 36 cells. An average offive cases
per cell is recommended, so the iesearcher will
need 5 X 36 = lg0 cases at minimum.

For three variables, three bivariate tables are
logicallypossible. In the example, the combina_
tio3s ge (l)gender byattitudi e) agegroup by
attitude, and (3) gender by age g.orrp. tt. iur_tials are set up on the basis ofihe initiul birruriat"
relationship. The independent variable in each
is "age group" and the dependent variable is ..at_
titude." "Gender" is the control variable. Thus,
the trivariate table consists ofa pair ofpartials,
each showing the agelattitude reiationship for a
given gender.

A researcher's theory suggests the hypothe_
sis in the initial bivariate relationship; it alio tells
him or her which variables provide alternative
explanations (i.e., the control variables). Thus.
the choice of the control variable is based. on
theory.

_The elaboration paradigm is a system for
reading percentaged trivariate tables.3 It de_
scribes the pattern that emerges when a control
variable is introduced. Five terms describe how
the partial tables compare to the initial bivariate
table, or how the original bivariate relationship
changes after the control variable is considered.
The examples of patterns presented here show
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strong cases. More advanced statistics are
needed when the differences are not as obvious.

The replication pattern is the easiest to un-
derstand. It is when the partials replicate or re-
produce the same relationship that existed in the
bivariate table before considering the control
variable. It means that the control variable has
no effect.

The specification pattern is the next easiest
pattern. It occurs when one partial replicates the
initial bivariate relationship but other partials do
not. For example, you find a strong (negative)
bivariate relationship between automobile acci-
dents and college grades. You control for gender
and discover that the relationship holds only for
males (i.e., the strong negative relationship was
in the partial for males, but not for females).
This is specification because a researcher can
specifr the category of the control variable in
which the initial relationship persists.

The control variable has a large impact in
both the interpretation and explanation pat-
terns. In both, the bivariate table shows a rela'
tionship that disappears in the partials. In other
words, the relationship appears to be indepen-
dence in the partials. The two patterns cannotbe
distinguished by looking at the tables alone. The
difference between them depends on the loca-
tion ofthe control variable in the causal order of
variables. Theoretically, a control variable can be
in one of two places, either between the original
independent and dependent variables (i.e., the
control variable is intervening), or before the
original independent variable.

The interpretation pattern describes the situ-
ation in which the control variable intervenes
between the original independent and depen-
dent variables. For example, you examine a rela-
tionship between religious upbringing and
abortion attitude. Political ideology is a control
variable. You reason that religious upbringing
affects current political ideology and abortion
attitude. You theorize that political ideology is
logically prior to an attitude about a specific is-
sue, like abortion. Thus, religious upbringing
causes political ideology, which in turn has an

impact on abortion attitude. The control vari-
able is an intervening variable, which helps you
interpret the meaning of the complete relation-
ship.

The explanationpatternlooks the same as in-
terpretation. The difference is the temporal order
ofthe control variable. In this pattern, a control
variable comes before the independent variable
in the initial bivariate relationship. For example,
the original relationship is between religious up-
bringing and abortion attitude, but now gender
is the control variable. Gender comes before relt-
gious upbringing because one's sex is fixed at
birth. The explanation pattern changes how a re-
searcher explains the results. It implies that the
initial bivariate relationship is spurious.

The suppressor variable pattern occurs when
the bivariate tables suggest independence but a
relationship appears in one or both of the par-
tials. For example, religious upbringing ,and
abortion attitude are independent in a bivariate
table. Once the control variable "region of the
country'' is introduced, religious upbringing is
associated with abortion attitude in the partial
tables. The control variable is a suppressor vari-
able because it suppressed the true relationship.
The true relationship appears in the partials.
(See Table 10.6 for a summary of the elabora-
tion paradigm.)

Multiple Regression Analysis

Multiple regression is a statistical technique
whose calculation is beyond the level in this
book. Although it is quickly computed by the
appropriate statistics software, a background in
statistics is needed to prevent making errors in
its calculation and interpretation. It requires in-
terval- or ratio-level data. It is discussed here for
two reasons. First, it controls for many alterna-
tive explanations and variables simultaneously
(it is rarelypossible to use more than one control
variable at a time using percentaged tables). Sec-
ond, it is widely used in sociology, and you are
likely to encounter it when reading research re-
ports or articles.
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Summary of the Elaboration paradigm

Replication
Specification
Interpretation

Explanation

Suppressor variable

Replication

Same relationship in both partials as in bivariate table.
Bivariate relationship is only seen in one of the partial tables.
Bivariate relationship weakens greatry or disappears in the partiar tabres (control
variable is intervening).
Bivariate relationship weakens greally or disappears in the partial tables (control
variable is before independent variable).
No bivariate relationship; relationship appears in partial tables only.

EXAMPLES OF EI.ABOMTION PATTERNS

Bivariate Table

Low High
Control = Low
Low

Control = High
Low High

Partials

High

Low 85% 15%
High 15% 85%

Interpretation or Explanation

Bivariate Table

Low
High

84%
167

15%
84%

Partials

Hish

86%
14%

14%
86%

High
Control = Low
Low

Control = High
Low High

Low 85% 15%
High 1s% 85%

Specification

Bivariate Table

Low
High

4s%
ss%

55% s5%
45% 4s%

Partials

45%
s5%

Low High
Control = Low
Low

Control = High
LowHigh High

Low 85% 85%
High 15% 15%

Suppressor Variable

Bivariate Table

Low
High

957"
s%

s%
95%

Partials

High

so%
50%

s0%
so%

Low Hish
Control = Low
Low

Control = High
Low High

84%
16%

16%
84%

14%
86%

86%
14%

Low
High

Low 54%
High 46%

46%
s4%



268 pART Two /  coNDUclNc euANTtrATtvE RESEARCH

Multiple regression results tell the reader
two things. First, the results have a measure
called R-squared (R2), which tells how well a set
of variables explains a dependent variable.
Explain means reduced errors when predicting
the dependent variable scores on the basis ofin-
formation about the independent variables. A
good model with several independent variables
might account for, or explain, a large percentage
of variation in a dependent variable. For exam-
ple, an R2 of .50 means that knowing the inde-
pendent and control variables improves the
accurary ofpredicting the dependent variable by
50 percent, or half as many errors are made as
would be made without knowing about the
variables.

Second, the regression results measure the
direction and size of the effect of each variable
on a dependent variable. The effect is measured
precisely and given a numerical value. For exam-
ple, a researcher can see how five independent or
control variables simultaneously affect a depen-
dent variable, with all variables controlling for
the effects of one another. This is especiallyvalu-
able for testing theories that state that multiple
independent variables cause one dependent
variable.

The effect on the dependent variable is mea-
sured by a standardized regression coefficient or
the Greek letter beta (B). It is similar to a corre-
lation coefticient. In fact, the beta coefficient for
two variables equals the r correlation coefficient.

Researchers use the beta regression coeffi-
cient to determine whether control variables
have an effect. For example, the bivariate corre-
lation between X and Y is .75. Next, the re-
searcher statistically considers four control
variables. If the beta remains at .75, then the four
control variables have no effect. However, if the
beta forX and Ygets smaller (e.g., drops to .20),
it indicates that the control variables have an
effect.

Consider an example of regression analysis
with age, income, education, and region as inde-
pendent variables. The dependent variable is a

TABTE 10.7 Exampleof Mult ip le
Regression Results

Dependent Variable ls Political ldeolory Index
(High Score Means Very Liberal)

Region : South

Ate

lncome

Years of education

Religious attendance

R2 =.39

score on a political ideology index. The mdltiple
regression results show that income and reli-
gious attendance have large effects, education
and region minor efFects, and age no effect. All
the independent variables together have a 38
percent acc'lracy in predicting a person's politi-
cal ideology (see Table 10.7). The example sug-
gests that high income, frequent religious
attendance, and a southern residence are posi-
tively associated with conservative opinions,
whereas having more education is associated
with liberal opinions. The impact of income is
more than twice the size of the impact of living
in a southern region. We have been examining
descriptive statistics (see Table 10.8); next, we
look at a different,gpe: inferential statics.

I  NFERENTIAL STATI STICS

The Purpose of Inferential Statistics

Researchers often want to do more than de-
scribe; they want to test hlpotheses, know
whether sample results hold true in a popula-

- .19

.0.1
-.44

.23

-.39
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?
Summary of Major Types of Descriptive Statistics

dex
Univariate

Bivariate

Multivariate

Describe one variable.

Describe a relationship or the
association between two variables.

Describe relationships among several
variables, or see how several
independent variables have an effect
on a dependent variable.

Frequency distribution, measure
of central tendency, standard
deviation, z-score

Correlation, percentage table,
chi-square

Elaboration paradigm, multiple
regression

hiple
reli-
ttion
r All
a38
oliti-
sug-
fous
losi-
ions,
ated
ne is
ving
ning
;we

tion, and decide whether differences in results
(e.g., between the mean scores of two groups)
are big enough to indicate that a relationship re-
ally exists. Inferential statistics use probability
theory to test hypotheses formally, permit infer-
ences from a sample to a population, and test
whether descriptive results are likely to be due
to random factors or to a real relationship.

This section explains the basic ideas of in-
ferential statistics but does not deal with inferen-
tial statistics in any detail. This area is more
complex than descriptive statistics and requires a
background in statistics.

Inferential statistics rely on principles
from probability sampling, where a researcher
uses a random process (e.g., a random number
table) to select cases from the entire popula-
tion. Inferential statistics are a precise way to
talk about how confident a researcher can be
when inferring from the results in a sample to
the population.

You have already encountered inferential
statistics ifyou have read or heard about "statis-
tical significance" or results "significant at the
.05 level." Researchers use them to conduct var-
ious statistical tests (e.g., a t-test or an F-test).
Statistical significance is also used in formal hy-
pothesis testing, which is a precise way to decide
whether to accept or to reject a null hlpothesis.a

Statistical Signifi cance

Statistical significance means that results are not
likely to be due to chance factors. It indicates the
probability of finding a relationship in the sam-
ple when there is none in the population. Be-
cause probability samples involve a random
process, it is always possible that sample results
will differ from a population parameter. A re-
searcher wants to estimate the odds that sample
results are due to a true population parameter
or to chance factors of random sampling. Statis-
tical significance uses probability theory and
specific statistical tests to tell a researcher
whether the results (e.g., an association, a differ-
ence between two means, a regression coeffi-
cient) are produced by random error in random
sampling.

Statistical significance only tells what rs
likely. It cannot prove anlthing with absolute
certainty. It states that particular outcomes are
more or less probable. Statistical significance is
notthe same as practical, substantive, or theoret-
ical significance. Results can be statistically sig-
nificant but theoretically meaningless or trivial.
For example, two variables can have a statistica\
significant association due to coincidence, with
no logical connection between them (e.g., length
of fingernails and ability to speak French).

de-
DOW

ula-
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Levels of Significance

Researchers usually express statistical signifi-
cance in terms of levels (e.g., a test is statistically
significant at a specific level) rather than giving
the specific probability. Thelevel of statistical sig-
nificance (usually .05, .01, or .001) is a way of
talking about the likelihood that results are due
to chance factors-that is, that a relationship ap-
pears in the sample when there is none in the
population. If a researcher says that results are
significant at the .05 level, this means the
following:

r Results like these are due to chance factors
only 5 in 100 times.

r There is a 95 percent chance that the sample
results are not due to chance factors alone,
but reflect the population accurately.

r The odds of such results based on chance
alone are .05, or 5 percent.

r One can be 95 percent confident that the re-
sults are due to a real relationship in the
population, not chance factors.

These all say the same thing in different
ways. This may sound like the discussion of sam-
pling distributions and the central limit theorem
in the chapter on sarnpling. It is not an accident.
Both are based on probability theory which re-
searchers use to link sample data to a popula-
tion. Probability theory lets us predict what
happens in the long run over many events when
a random process is used. In other words, it al-
lows precise prediction over many situations in
the long run, but not for a specific situation.
Since we have one sample and we want to infer
to the population, probabilitytheoryhelps us es-
timate the odds that our particular sample rep-
resents the population. We cannot know for
certain unless we have the whole population, but
probability theory lets us state our confidence-
how likely it is that the sample shows one thing
while something else is true in the population.
For example, a sample shows that college men

and women differ in how many hours they

study. Is the result due to an unusual sample'

and there is really no difference in the popula-

tion, or does it reflect a true difference between

the sexes in the population?

Type land Type ll Errors

The logic of statistical significance is based on
stating whether chance factors produce results.
You may ask, Why use the .05 level? It means a 5
percent chance that randomness could cause the
results. Why not use a more certain standard-
for example, a I in 1,000 probability of random
chance? This gives a smaller chance that ran-
domness versus a true relationship caused the
results.

There are two answers. The simple answer is
that the scientific community has informally
agreed to use .05 as a rule of thumb for most
purposes. Being 95 percent confident ofresults is
the accepted standard for explaining the social
world.

A second answer involves a tradeoff be-
tween making two types of logical errots. ATTpe
I error occurs when the researcher says that a re-
lationship exists when in fact none exists. It
means falsely rejecting a null hypothesis' AType
II error occurs when a researcher says that a rela-
tionship does not exist, but in reality it does' it
means falsely accepting a null hypothesis (see
Table 10.9). Of course, researchers want to avoid
both kinds of errors. They want to say that there
is a relationship in the data onlywhen it does ex-
ist and that there is no relationship only when
there really is none, but they face a dilemma: As
the odds of making one type of error decline, the
odds of making the opposite error increase'

The idea of Tlpe I and TlPe II errors
may seem difficult at first, but the same logical
dilemma appears in many other settings. For ex-
ample, a judge can err by deciding that an ac-
cused person is guilty when in fact he or she is
innocent. Or the judge can err by deciding that a
person is innocent when in fact he or she is
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Type I and Type ll Errors

No errorNo relationship

Causal relationship Type I error
Type ll error

No error

guilty. The judge does not want to make either
error. A judge does not want to jail the innocent
or to free the guilty. The judge must render a
judgment based on limited information and bal-
ance the two tFpes of errors. Likewise, a physi-
cian has to decide whether to prescribe i ,rerv
medication for a patient. The physician can err
by thinking that the medication will be effective
and has no side efFects when, in fact, it has a se-
rious side effect, such as causing blindness. Or
the physician can err by holding back an effec-
tive medication because of fear of serious side ef-
fects when in fact there are none. The physican
does not want to make either error. By making
the first error, the physican causes great harm to
the patient and may even face a lawsuit. By max-
ing the second error, the physican does not help
the patient get better. Again, a judgment must
be made that balances two types of possible
errors.

We can put the ideas of statistical signifi-
cance and the two types of error together. An
overlycautious researcher sets a high level ofsig-
nificance. For example, the researcher might uie
the .0001 level. He or she attributes the results to
chance unless they are so rare that they would
occur by chance only I in 10,000 times. Such a
high standard means that the researcher is most
likely to err by saying results are due to chance
when in fact they are not. He or she may falsely
accept the null hypothesis when there is a causal
relationship (a Type II error). Bycontrast, a risk-
taking researcher sets a low level ofsignificance,

such as .10. His or her results indicate a relation_
ship would occur by chance I in 10 times. He or
she is likely to err by sayrng that a causal rela_
tionship exists, when in fact random factors
(e.9., random sampling error) actually cause the
results. The researcher is likely to faisely reject
the null hypothesis (Type I error). In sum, the
.05 level is a compromise between Type I and
Type II errors.

The statistical techniques of inferential sta_
tistics are precise and rely on the relationship be_
tween sampling error, sample size, and central
limit theorem. The power of inferential statistics
i: 

F.y ability to let a researcher state, with spe_
cific degrees of certainty, that specific sampleie_
sults are likely to be true in J population. por
example, a researcher conducts siatistical tests
and finds that a relationship is statistically sig_
nificant at the .05 level. He or she can state that
tbe sample results are probably not due to
chance factors. Indeed, there is a 95 percent
chance that a true relationship exists in the social
world.

Tests for inferential statistics are limited.
The data must come from a random sample, and
tests only take into account sampling errors.
Nonsampling errors (e.g., a poor sampling
frame or a poorly designed measure) are not
considered. Do not be fooled into thinking that
such tests offer easy, final answers. Many-com_
puter programs quickly do the calculation for
inferential and descriptive statistics (see Box
10.2).
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Almost every social researcher who needs to calcu-
late many statistics does so with a computer pro-

gram, often using a basic spreadsheet program,
such as Excel. Unfortunately, spreadsheets are de-
signed for accounting and bookkeeping functions.
They include statistics, but are clumsy and limited
for that purpose. There are many computer pro-
grams designed for calculating general statistics.
The marketplace can be confusing to a beginner,
for products evolve rapidly with changing computer
technology.

In recent years, the software has become less de-
manding for a user. The most popular programs in

the social sciences are Minitab, Microcase, and SPSS
(Statistical Package for the Social Sciences). Others
include SAS (Statistical Analysis System), STATIS-
TICA by StratSoft, and Strata. Many began as simple,
low-cost programs for research purposes.

The most widely used program for statistics in the

social sciences in SPSS. lts advantages are that social

researchers used it extensively for over three

decades, it includes many ways to manipulate quan-

titative data, and it contains most statistical mea-

sures. A disadvantage is that it can take a long time

to learn because of its many options and complex

statistics. Also, it is expensive to purchase unless the

user gets an inexpensive, "stripped down" student

version included with a textbook or workbook.
As computer technology makes using a statistics

program easier, the danger increases that some peo-
ple will use the programs, but not understand statis-

tics or what the programs are doing. They can easily

violate basic assumptions required by a statistical

procedure, use the statistics improperly, and pro-

duce results that are pure nonsense but that look

very technically sophisticated.

CONCLUSION

You have learned about organizing quantitative

data to prepare them for analysis and about an-

alyzingthem (organizing data into charts or ta-

bles, or summarizing them with statistical

measures). Researchers use statistical analysis to

test hypotheses and answer research questions'

The chapter explained how data must first be

coded and then analyzed using univariate or bi-

variate statistics. Bivariate relationships might be

spurious, so control variables and multivariate

analysis are often necessary. You also learned

some basics about inferential statistics.
Beginning researchers sometimes feel their

results should support a hlpothesis. There is

nothing wrong with rejecting a hypothesis. The

goal of scientific research is to produce knowl-

edge that truly reflects the social world, not to

defend pet ideas or hlpotheses. Hlpotheses are

theoretical guesses based on limited knowledge;

they need to be tested. Excellent-quality research

can find that a hypothesis is wrong, and poor-

quality research can suppoft a hlpothesis. Good

research depends on high-quality methodology,

not on supporting a specific hlpothesis.

Good research means guarding against pos-

sible errors or obstacles to true inferences from

data to the social world' Errors can enter into the

research process and affect results at many

places: research design, measurement, data col-

lection, coding, calculating statistics and con-

structing tables, or interpreting results. Even if a

researcher can design, measure' collect, code,

and calculate without error, another step in the

research process remains. It is to interpret the ta-

bles, charts, and statistics, and to answer the

question: What does it all mean? The only way to

assign meaning to facts, charts, tables, or statis-

tics is to use theory.
Data, tables, or computer output cannot an-

swer research questions. The facts do not speak

for themselves. As a researcher, you must return

to your theory (i.e., concepts, relationships
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among concepts, assumptions, theoretical defin-
itions) and give the results meaning. Do not lock
yourself into the ideas with which you began.
There is room for creativity, and new ideas are
generated by trying to figure out what results re-
ally say. It is important to be careful in designing
and conducting research so that you can look at
the results as a reflection of something in the so-
cial world and not worry about whether thev are
due to an error or an artifact of the research
process itself.

Before we leave quantitative research, there
is one last issue. lournalists, politicians, and oth-
ers increasingly use statistical results to make a
point or bolster an argument. This has not pro-
duced greater acarracy and information in
public debate. More often, it has increased con-
fusion and made it more important to know
what statistics can and cannot do. The clich6 that
you can prove anything with statistics is false;
however, people can and do misuse statistics.
Through ignorance or conscious deceit, some
people use statistics to manipulate others. The
wayto protect yourself from being misledbysta-
tistics is not to ignore them or hide from the
numbers. Rather, it is to understand the research
process and statistics, think about what you
hear, and ask questions.

We turn next to qualitative research. The
logic and purpose of qualitative research differ
from those of the quantitative, positi\rist ap-
proach ofthe past chapters. It is less concerned
with numbers, hypotheses, and causality and
more concerned with words, norms and values.
and meaning.

Key Terms

bar chart
bivariate statistics
body ofa table
cell ofa table
code sheets
codebook
contingenry cleaning

contingency table
control variable
covariation
cross-tabulation
curvilinear relationship
descriptive statistics
direct entrymethod
elaboration paradigm
explanation pattern
frequency distribution
frequencypolygon
independence
interpretation pattern
level of statistical significance
linear relationship
marginals
mean
median
mode
normal distribution
partials
percentile
pie chart
possible code cleaning
range
replication pattern
scattergram
skewed distribution
specification pattern
standard deviation
statistical sigrificance
suppressor variable pattern
Tlpe I error
Tlpe II error
univariate statistics
z-score

Endnotes

l. Note that coding sex as I = Male, 2 = Female, or as
0 = Male, I = Female, or reversing the sex for
numbers is arbitrary. The only reason numbers
are used instead of letters {e.g. M and F) is be_
cause many computer programs work best with
all numbers. Sometimes coding data as azero can
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2.

create confusion, so the number 1 is usually the

lowest value.
There are other statistics to measure a special kind
of mean for ordinal data and for other special sit-
uations, which are beyond the level of discussion
in this book.
For a discussion ofthe elaboration paradigm and
its history, see Babbie ( 1998:393-401) and Rosen-
berg (1968).

4. In formal hypotlresis testing, researchers test the

nullh.ypothesis. They usually want to reject the null

because rejection ofthe null indirectly suPports

the alternative hypothesis to the null, the one they

deduced from theory as a tentative explanation'
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INTRODUCTION

This chapter and the two that follow shift from
the quantitative sryle of the past several chapters
to the qualitative research sryle. The qualitative
and the quantitative styles can differ a great deal.
This chapter describes field research, also called
ethnography or participant-observation research.
It is a qualitative style in which a researcher di-
rectly observes and participates in small-scale so-
cial settings in the present time and in the
researcher's home culture,

Many students are excited by field research
because it involves hanging out with some ex-
otic group of people. There are no cold mathe-
matics or complicated statistics, and no abstract
deductive hypotheses. Instead, there is direct,
face-to-face social interaction with "real people"
in a natural setting.

In field research, the individual researcher
directly talks with and observes the people being
studied. Through interaction over months or
years, the researcher learns about them, their life
histories, their hobbies and interests, and their
habits, hopes, fears, and dreams. Meeting new
people, developing friendships, and discovering
new social worlds can be fun. It is also time con-
suming, emotionally draining, and sometimes
physically dangerous.

Research Questions Appropriate for
Field Research

Field research is appropriate when the research
question involves learning about, understand-
ing, or describing a group of interacting people.
It is usually best when the question is: How do
people do Y in the social world? or What is the
social world of X like? It can be used when other
methods (e.g., survey, experiments) are not
practical, as in studying street gangs.

Field researchers study people in a location
or setting. It has been used to study entire com-
munities. Beginning field researchers should
start with a relatively small group (30 or fewer)
who interact with each other on a regular basis

in a relatively fixed setting (e.g., a street corner,
church, bar, beauty salon, baseball field, etc.).

In order to use consistent terminology, we
can call the people who are studied in a field set-
tingmembers. They are insiders or natives in the
field and belong to a group, subculture, or social
setting that the "outsider" field researcher wants
to penetrate and learn about.

Field researchers have explored a wide vari-
ety of social settings, subcultures, and aspects of
social lifel (see Figure 11.1). Places my students
have conducted successful short-term, small-
scale field research studies include a beauty sa-
lon, day-care center, bakery, bingo parlor,
bowling alley, church, coffee shop, laundromat,
police dispatch office, nursing home, tattoo par-
lor, and weight room.

Ethnography and Ethnomethodologt. Two
modern extensions of field research, ethnogra-
phy and ethnomethodology, build on the social
constructionist perspective. Each is redefining
how field research is conducted. They are not yet
the core offield research, so they are discussed
only briefly here.

Ethnography comes from cultural anthro-
pology.z Ethno means people or folk, and graphy
refers to describing something. Thas ethnograplry
means describing a culture and understanding
another way of life from the native point ofview.
Ethnography assumes that people make infer-
ences-that is, go beyond what is explicitly seen
or said to what is meant or implied. People dis-
play their culture (what people think, ponder, or
believe) through behavior (e.g., speech and ac-
tions) in specific social contexts. Displays of be-
havior do not give meaning; rather, meaning is
inferred, or someone figures out meaning. Mov-
ing from what is heard or observed to what is ac-
tually meant is at the center of ethnography. For
example, when a student is invited to a "kegger,"
the student infers that it is an informal partywith
other student-aged people at which beer will be
served, based on his or her cultural knowledge.
Cultural knowledge includes symbols, songs' say-
ings, facts, ways of behaving, and objects (e.g.,
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FIGURE 1 I  .1 Examples of Field Research Sites/Topics

Small-Scale Settings

Passengers in an airplane
Bars or taverns
Battered womenl shelters
Camera clubs
Laundromats

' Social movement organizations
Social welfare offices
Television stations
Waiting rooms

Community Settings

Retirement communities
Small towns
Urban ethnic communities
Working-class neighborhoods

Children's Activities

Children's playgrounds
Little League baseball
Youth in schools
Junior high girlgroups

Occupations

Airline attendants
Artists
Cocktail waitresses
Dog catchers

Door-to-door sa lespersons
Factory workers
Gamblers
Medical students
Female strippers
Police officers
Restaurant chefs
Social workers
Taxi drivers

Deviance and Criminal Activity
Body/genital piercing and bnnding
Cults
Drug dealers and addicts
Hippies
Nude beaches
Occult groups
Prostitutes
Street gangs, motorcycle gangs
Street people, homeless shelters

Medical Settings and Medical Events
Death
Emergency rooms
Intensive care units
Pregnancy and abortion
Support groups for Alzheimerl caregivers

telephones, newspapers, etc.). We learn the cul-
ture by watching television, listening to parents,
observing others, and the like.

Cultural knowledge includes both explicit
knowledge, what we know and talk about, and
tacit knowledge, what we rarely acknowledge.
For example, explicit knowledge rnclades the so-
cial event (e.g., a "kegger"). Most people can eas-
ily describe what happens at one. Tacit
knowledge includes the unspoken cultural norm
for the proper distance to stand from others.
People are generally unaware that they use this

norm. They feel unease or discomfort when the
norm is violated, but it is difficult to pinpoint
the source of discomfort. Ethnographeri de-
scribe the explicit and tacit cultural knowledge
that members use. Their detailed descriptions
and carefirl analysis take what is described apart
and put it back together.

Ethnomethodology is adistinct approach de-
veloped in the 1960s, with its own unique termi-
nology. It combines theory, philosophy, and
method. Some do not consider it a part of
sociology.
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A simple definition of ethnomethodology is
the study of commonsense knowledge. Eth-
nomethodologists study common sense by ob-
serving its creation and use in ongoing social
interaction in natural settings. Ethnomethodol -
ogy is a radical or extreme form of field research,
based on phenomenological philosophy and a
social constructionist approach. It involves the
specialized, highly detailed analysis of micro-sit-
uations (e.g., transcripts of short conversations
or videotapes of social interactions). Compared
to other field research, it is more concerned
about method and argues that research findings
result as much from the method used as from
the social life studied.

Ethnomethodology assumes that social
meaning is fragile and fluid, not fixed, stable, or
solid. Meaning is constantly being created and
re-created in an ongoing process. For this rea-
son, ethnomethodologists analyze language, in-
cluding pauses and the context of speech. They
assume that people "accomplish" commonsense
understanding by using tacit social-cultural
rules, and social interaction is a process ofreality
construction. People interpret everyday events
by using cultural knowledge and clues from the
social context. Ethnomethodologists examine
how ordinary people in everyday settings apply
tacit rules to make sense of social life (e.g., to
know whether or not someone is joking).

Ethnomethodologists examine ordinary so-
cial interaction in great detail to identi$'the
rules for constructing social reality and common
sense, how these rules are applied, and how new
rules are created. For example, they argue that
standardized tests or survey interviews measure
a person's ability to pick up implicit clues and
apply common sense more than measuring ob-
jective facts.

THE LOGIC OF FIELD RESEARCH

What Is Field Research?

It is difficult to pin down a specific definition of
field researchbecause it is more of an orientation

toward research than a fixed set oftechniques to
apply.3 A field researcher uses various methods
to obtain information. A field researcher is a re-
sourcefirl, talented individual who has ingenuity
and an ability to think on her or his feet while in
the field.

Field research is based on naturalism, which
is also used to study other phenomena (e.g.'
oceans, animals, plants, etc.). Naturalisn involves
observing ordinary events in natural settings, not
in contrived, invented, or researcher-created set-
tings. Research occurs in the field and outside
the safe settings of an of,fice, laboratory, or class-
room.

A field researcher's goal is toexamine social
meanings and grasp multiple perspectives in
natural social settings. He or she wants to get in-
side the meaning system of members and then
return to an outside or research viewpoint. To
do this, the researcher switches perspectives and
looks at the setting from multiple points of view
simultaneously.

Field research is usually conducted by a sin-
gle individual, although small teams have been
effective (see Box 11.1). The researcher is di-
rectly involved in and part of the social world
studied, so his or her personal characteristics are
relevant in research. The researcher's direct in-
volvement in the field often has an emotional
impact. Field research can be fun and exciting,
but it can also disrupt one's personal life, physi-
cal security, or mental well-being. More than
other types ofsocial research, it reshapes friend-
ships, family life, self-identiry and personal
values.

Steps in a Field Research Project

Naturalism and direct involvement mean that
field research is less structured than quantita-
tive research. This makes it essential for' a re-
searcher to be well organized and prepared for
the field. It also means that the steps of a pro-
ject are not entirely predetermined but serve as
an approximate guide or road map (see Box
TI.2\.



A field researcher does the following:

.l 
. Observes ordinary events and everyday activi-

ties as they happen in natural settings, in addi-
tion to any unusual occurrences

2. Becomes directly involved with the people being
studied and personally experiences the process
of daily social life in the field setting

3. Acquires an insider's point of view while main-
taining the analytic perspective or distance of an
outsider

4. Uses a variety of techniques and social skills in a
flexible manner as the situation demands

5. Produces data in the form of extensive written
notes, as well as diagrams, maps, or pictures to
provide very detailed descriptions

6. Sees events holistically (e.g., as a whole unit, not
in pieces) and individually in their social context

Z. Understands and develops empathy for mem-
bers in a field setting, and does not just record
"cold" objective facts

8. Notices both explicit (recognized, conscious,
spoken) and tacit (less recognized, implicit, un-
spoken) aspects of culture
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1. Prepare oneself, read the l iterature, and
defocus.

2. Select a field site and gain access to it.
3. Enterthe field and establish social relations with

members.

4. Adopt a social role, learn the ropes, and get
along with members.

5. Watch, listen, and collect quality data.
6. Begin to analyze data and to generate and eval-

uate working hypotheses.

7. Focus on specific aspects ofthe setting and use
theoretical sampling.

8. Conduct field interviews with member infor-
mants.

9. Disengage and physically leave the setting.
1 0. Complete the analyses and write the research

repon.

Note: There is no fixed percentage of time needed for each
step. For a rough approximation, Junker (l 960:1 2)
suggested that, once in the field, the researcher should
expect to spend approximately one-sixth of his or her time
observing, one-third recording data, one-third ofthe time
anallzing data, and one-sixth reporting results. Also see
Denzin (l989:176) foreight steps of field research.9.

10.

Obseirves ongoing social processes without up-
settin& disrupting, or imposing an outside point
of view

Copes with high levels of personal stress, uncer-
tainty, ethical dilemmas, and ambiguity

basis of their value for providing information. In
the beginning, the researcher expects little con-
trol over data and little focus. Once socialized t<.r
the setting, however, he or she focuses the in-
quiry and asserts control over the data.

Getting Organized in the Beginning. Human
and personal factors can play a role in any re-
search project, but they are crucial in field re-
search. Field projects often begin with chance
occurrences or a personal interest. Field re-
searchers can begin with their own experiences,
such as working at a job, having a hobby, or be-
ing a patient or an activist.

Flexihility. Field researchers rarely follow
fixed steps. In fact, flexibility is a key advantage
offield research, which lets a researcher shift di-
rection and follow leads. Good field researchers
recognize and seize opportunities, "play it by
ear," and rapidly adjust to fluid social situations.

A field researcher does not begin with a set
of methods to apply or explicit hlpotheses to
test. Rather, he or she chooses techniques on the
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Field researchers use the skills of careful
looking and listening, short-term memory and
regular writing. Before entering the field, a new
researcher practices observing the ordinary de-
tails of situations and writing them down. At-
tention to details and short-term memory can
improve with practice. Likewise, keeping a daily
diary or personal journal is good practice for
writing field notes.

As with all social research, reading the
scholarly literature helps the researcher learn
concepts, potential pitfalls, data collection meth-
ods, and techniques for resolving conflicts. In
addition, a field researcher finds diaries, novels,
journalistic accounts, and autobiographies use-
ful for gaining familiarity and preparing emo-
tionally for the field.

Field research begins with a general topic,
not specific hypotheses. A researcher does not
get locked into any initial misconceptions. He or
she needs to be well informed but open to dis-
covering new ideas. Finding the right questions
to ask about the field takes time.

A researcher first empties his or her mind of
preconceptions. The researcher should move
outside his or her comfortable social niche to ex-
perience as much as possible in the field without
betraying a primary commitment to being a re-
searcher.

Another preparation for field research is
self-knowledge. A field researcher needs to know
himself or herself and reflect on personal experi-
ences. He or she can expect anxiety, self-doubt,
frustration, and uncertainty in the field. Espe-
cially in the beginning, the researcher may feel
that he or she is collecting the wrong data and
may suffer emotional turmoil, isolation, and
confusion. He or she often feels doubly mar-
ginal an outsider in the field setting and also dis-
tant from friends, family, and other researchers.4
The relevance of a researcher's emotional make-
up, personal biography, and cultural experiences
makes it important to be aware of his or her per-
sonal commitments and inner conflicts (see Box
11.3). Fieldwork can have a strong impact on a
researcher's identity and outlook. Researchers

may be personally transformed by the field ex-
perience. Some adopt new values, interests, and
moral commitments, or change their religion or
political ideology.s

CHOOSING A SITE AND GAINING
ACCESS

Although a field research project does not pro-
ceed by fixed steps, some common concerns
arise in the early stages. These include selecting a
site and gaining access to the site, entering the
field, learning the ropes, and developing rapport
with members in the field.

Selecting a Site and Entering

Whereto Observe. Field researchers talk about
doing research on a setting, or field site, but this
term is misleading. A site is the context in which
events or activities occur, a socially defined terri-
tory with shifting boundaries. A social group
may interact across several physical sites. For ex-
ample, a college football team may interact on
the playing field, in the locker room, in a dormi-
tory, at a training camp, or at a local hangout.
The team's field site includes all five locations.

The field site and research question are
bound together, but choosing a site is not the
same as focusing on a case for study. A case is a
social relationship or activity; it can extend be-
yond the boundaries of the site and have links to
other social settings. A researcher selects a site,
then identifies cases to examine within it-for
example, how football team members relate to
authority figures.

Selecting a field site is an important deci-
sion, and researchers take notes on the site selec-
tion processes. Three factors are relevant when
choosing a field research site: richness of data,
unfamiliarity, and suitability.6 Some sites are
more likely than others to provide rich data.
Sites that present a web of social relations, a va-
riety of activities, and diverse events over time
provide richer, more interesting data. Beginning
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Eliasoph (l 998) conducted field research on several
groups in a California community to understand how
Americans avoid political expression. One was a so_
cial club. Eliasoph describes herself as an ,,urban, 

bi_
coastal, bespectacled, Jewish, ph.D. candidate from a
long line of communists, atheists, liberals, book-read_
ers, ideologues, and arguers', (p.270). The social
club's world was very foreign to her. The social club,
the Buffalos, centered on country and western music
at a bar, the Silverado Club. She describes it:

The Silverado huddled on a vast, rutted parking lot on
whatwas once wetlands and now was a truck stoi, a mile
and a half from Amargo's [town name] nuclear battle_
ship station. Occasional gulleys of salt water cattaits
poked through the wide flat niles of paved malls and gas
stations. Ciant four-wheeled-drive vehicles fitted the
pa*ing lot, making my miniature Honda look like a tov.
. . . lnside the windowless Silverado, initiat blinding dai-

less 
gave way to a huge Confederate flag pinned up be_

hind the bandstand, the standard collection of nmn beer
signs and beer mirrors, men in cowboys hats, cowboys

shirts and jeans, women in curly perms and tiered
flounces of lace or denim skirts, or jeans, and belts with
their names embroidered in glitter on the back.
(1998:92)

. Eliasoph introduced herself as a student. During
her two years ofresearch, she endured smoke_filled
rooms as well as expensive beer and bottled_water
prices; attended a wedding and many dance lessons;
and participated in countless conversations and
heard many abusive sexisVracist jokes. She listened,
asked questions, observed, and took notes in the
bathroom. When she returned home after hours
with club members, it was to a university crowd who
had little understanding of the world she was studv_
ing. For them, witty conversation was central and
being bored was to be avoided. The club members
used more nonverbal than verbal communication
and being bored, or sitting and doing nothing, was
just fine. The research forced Eliasopi'to r.e"*Irnine
her own views and tastes, which sfre had taken for
granted.

field researchers should choose an unfamiliar
setting. It is easier to see cultural events and so_
cial relations in a new site. When .,casing,' possi_
ble field sites, one must consider such iractical
issues as the researcher's time and skills, serious
conflicts among people in the site, the re_
searcher's personal characteristics and feelings,
and access to parts ofa site.

A researcher's ascriptive characteristics (e.g.,
age, gender, race) can limit access. physical ac_
cess to a site can be an issue. Sites are on a con_
tinuum, with open and public areas (e.g., public
restaurants, airport waiting areas, etc.) at one
end and closed and private settings (e.g., private
firms, clubs, activities in a person'i horie, etc.) at
the other. A researcher miy find that he or she is
not welcome or not allowed on the site, or there
are legal and political barriers to access. Laws

and regulations in institutions (e.g., public
schools, hospitals, prisons, etc.) restrlct u...rr.
In addition, institutional review boards may
limit field research on ethical grounds.

Level of Involvemenf. Field roles can be
arcanged on a continuum by the degree of de_
tachment or involvement a researcher has with
members. At one extreme is a detached outsider;
at the other extreme is an intimately involved
insider.

The field researcher's level of involvement
depends on negotiations with members,
specifics of the field setting, the researcher,s
personal comfort, and the particular role
adopted in the field. Many move from outsider
to insider levels with more time in the field.
Each level has its advantages and disadvantages.
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Different field researchers advocate different
levels of involvement.

Roles at the outsider end of the continuum
reduce the time needed for acceptance, make
overrapport less an issue, and can sometimes
help members open up. They facilitate detach-
ment and protect the researcher's self-identity. A
researcher feels marginal. Although there is less
risk of "going native," he or she is also less likely
to know an insider's experience and misinter-
pretation is more likely. To really understand so-
cial meaning for those being studied, the field
researcher must participate in the setting, as oth-
ers do.

By contrast, roles at the insider end of the
continuum facilitate empathy and sharing of a
member's experience. The goal of fi.rlly experi-
encing the intimate social world of a member is
achieved. Nevertheless, a lack of distance from,
too much sympathy for, or overinvolvement
with members is likely. A researcher's reports
may be questioned, data gathering is difficult,
there can be a dramatic impact on the re-
searcher's self, and the distance needed for
analysis may be hard to attain.

Gatekeepers. A gatekeeper is someone with the
formal or informal authorityto control access to
a site.7 It can be the thug on the corner, an ad-
ministrator of a hospital, or the owner of a busi-
ness. Informal public areas (e.g., sidewalks,
public waiting rooms, etc.) rarelyhave gatekeep-
ers; formal organizations have authorities from
whom permission must be obtained.

Field researchers expect to negotiate with
gatekeepers and bargain for access. The gate-
keepers maynot appreciate the need for concep-
tual distance or ethical balance. The researcher
must set nonnegotiable limits to protect research
integrity. If there are many restrictions initially, a
researcher can often reopen negotiations later,
and gatekeepers may forget their initial demands
as trust develops. It is ethically and politically as-
tute to call on gatekeepers. Researchers do not
expect them to listen to research concerns or
care about the findings, except insofar as these

findings might provide evidence for someone to
criticize them.

Dealingwith gatekeepers is a recurrent issue
as a researcher enters new levels or areas. In ad-
dition, a gatekeeper can shape the direction of
research. In some sites, gatekeeper approval cre-
ates a stigma that inhibits the cooperation of
members. For example, prisoners may not be
cooperative if they know that the prison warden
gave approval to the researcher.

Stratery for Entering

Entering a field site requires having a flexible
strategy or plan ofaction, negotiating access and
relations with members, and deciding how
much to disclose about the research to field
members or gatekeepers.

Planning. Entering and gaining access to a
field site is a process that depends on common-
sense judgment and social skills. Field sites usu-
ally have dififerent levels or areas, and entry is an
issue for each. Entry is more analogous to peel-
ing the layers of an onion than to opening a
door. Moreover, bargains and promises of entry
may not remain stable over time. A researcher
needs fallback plans or may have to return later
for renegotiation. Because the specific focus of
research may not emerge until later in the re-
search process or may change, it is best to avoid
being locked into specifics by gatekeepers.

Negotiation Social relations are negotiated
and formed throughout the process of field-
work.8 Negotiation occurs with each new mem-
ber until a stable relationship develops to gain
access, develop trust, obtain information, and
reduce hostile reactions. The researcher expects
to negotiate and explain what he or she is doing
over and over in the field (see Normalizing So-
cial Research later in the chapter).

Deviant groups and elites often require spe-
cial negotiations for gaining access. To gain ac-
cess to deviant subcultures, field researchers have
used contacts from the researcher's private life,
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gone to social welfare or law-enforcement agen-
cies where the deviants are processed, advertised
for volunteers, offlered a service (e.g., counseling)
in exchange for access, or gone to a location
where deviants hang out and joined a group.

Disclosure. A researcher must decide how
much to reveal about himself or herself and the
research project. Disclosing one's personal life,
hobbies, interests, and background can build
trust and close relationships, but the researcher
will also lose privacy, and he or she needs to en-
sure that the focus remains on eyents in the field.

A researcher also decides how much to dis-
close about the research project. Disclosure
ranges on a continuum from fully covert re-
search, in which no one in the field is aware that
research is taking place, to the opposite end,
where everyone knows the specifics of the re-
search project. The degree and timing of disclo-
sure depends on a researcher's judgment and
particulars in the setting. Disclosure may unfold
over time as the researcher feels more secure.

Researchers disclose the project to gatekeep-
ers and others unless there is a good reason for
not doing so, such as the presence ofgatekeepers
who would seriouslylimit or inhibit research for
illegitimate reasons (e.g., to hide graft or corrup-
tion). Even in these cases, a researcher may dis-
close his or her identity as a researcher, bui may
pose as one who seems submissive, harmless,
and interested in nonthreatening issues.

Learning the Ropes

After a field site is selected and access obtained.
researchers must learn the ropes, develop rap-
port with members, adopt a role in the setting,
and maintain social relations. Before cor_r-
fronting such issues, the researcher should ask:
How will I present myselft What does it mean
for me to be a "measurement instrument"? How
can I assume an "attitude of strangeness"?

Presentation of Self, People explicitly and im-
plicitly present themselves to others. We display

who we are-the type of person we are or would
like to be-through our physical appearance,
what we say, and how we act. The presentation
of self sends a symbolic message. It maybe, ..I'm
a serious, hard-working student," "I'm a warm
and caring person," "I'm a cool iock," or ..I,m a
rebel and party animal." Many ielves are possi-
ble, and presentations of selves can diffir de-
pending on the occasion.

A field researcher is conscious ofthe presen-
tation of self in the field. For exampG, how
should he or she dress in the field? The b"st
guide is to respect both oneself and those being
studied. Do not overdress so as to offend or
stand out, but copying the dress ofthose being
studied is not always necessary. A professor who
studies street people does not have to dress or
act^like one; dressing and acting informally is
sufficient. Likewise, more formal dress and pro-
fessional demeanor are required when studying
corporate executives or top officials.

A researcher must be aware that self-presen-
tation will influence field relations to sorne de-
gree. It is difficult to present a highly deceptive
front or to present oneself in a way that deviates
sharply from the person one is ordinarily.

Researcher as Instrument. The researcher is
the instrument for measuring field data. This has
two implications. First, it puts pressure on the
researcher to be alert and sensitiye to what hap-
pens in the field and to be disciplined about
recording data. Second, it has personal conse-
quences. Fieldwork involves social relationships
and personal feelings. Field researchers are flex-
ible about what to include as data and admit
their,own subjective insights and feelings. per-
sonal, subjective experiences are part 6f field
data. They are valuable both in themselves and
for interpreting events in the field. Instead oftry-
ing to be objective and eliminate personal reac-
tions, field researchers treat their feelings toward
field events as data.

Field research can heighten a researcher's
awareness of personal feelings. For example, a
researcher may not be fully aware of personal
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feelings about nudity until he or she is in a nud-
ist colony, or about personal possessions until he
or she is in a setting where others "borrow"
many items. The researcher's own surprise, in-
dignation, or questioning then may become an
opportunity for reflection and insight.

An Attituile of Strangeness. It is hard to recog-
nize what we are very close to' The everyday
world we inhabit is filled with thousands of de-
tails. If we paid attention to everything all the
time, we would suffer from severe information
overload. We manage by ignoring much of what
is around us and by engaging in habitual think-
ing. Unfortunately, we fail to see the familiar as
distinctive, and assume that others experience
reality just as we do. We tend to treat our own
way of living as natural or normal.

Field research in familiar surroundings is
difficult because of a tendency to be blinded by
the familiar. By studying other cultures, re-
searchers encounter dramatically different as-
sumptions about what is important and how
things are done. This confrontation of cultures,
or culture shock, has two benefits: It makes it
easier to see cultural elements and it facilitates
self-discovery. Researchers adopt the attitude of
strangeness to gain these benefits. The attitude
of strangenes.s means questioning and noticing
ordinary details or looking at the ordinary
through the eyes ofa stranger. Strangeness helps
a researcher overcome the boredom of observ-
ing ordinary details. It helps him or her see the
ordinary in a new way, one that reveals aspects of
the setting of which members are not con-
sciously aware. A field researcher adopts both a
stranger's and an insider's point ofview

People rarely recognize customs they take
for granted. For example, when someone gives
us a gift, we say thank you and praise the gift. By
contrast, gift-giving customs in many cultures
include complaining that the gift is inadequate'
The attitude of strangeness helps make the tacit
culture visible-for example, that gift givers ex-
pect to hear "Thankyou" and "The gift is nice,"
and become upset otherwise.

Strangeness also encourages a researcher to

reconsider his or her own social world. Immer-

sion in a different setting breaks old habits of

thought and action. He or she finds reflection
and introspection easier and more intense when

encountering the unfamiliar, whether it is a dif-
ferent culture or a familiar culture seen through
a stranger's eYes.

Building Rapport

A field researcher builds rapport by getting along
with members in the field. He or she forges a

friendly relationship, shares the same language,
and laughs and cries with members. This is a

step toward obtaining an understanding of

members and moving beyond understanding to

empathy-that is, seeing and feeling events from

another's persPective.
It is not always easy to build rapport. The

social world is not all in harmony, with warm,
friendly people. A setting may contain fear, ten-

sion, and conflict. Members maybe unpleasant,
untrustworthy, or untruthful; they may do

things that disturb or disgust a researcher. An
expeiienced researcher is prepared for a range of

evints and relationships. He or she may find'
however, that it is impossible to penetrate a set-

ting or get really close to members. Settings
where cooperation, sympathy, and collaboration
are impossible require different techniques.v

Chqrm nnd Trust, A field researcher needs so-
cial skills and personal charm to build rapport.
Trust, friendly feelings, and being well liked fa-

cilitate communication and help him or her to
understand the inner feelings of others. There is

no magical way to do this. Showing a genuine
concern for and interest in others, being honest,
and sharing feelings are good strategies, but theJ
are not foolproof. It depends on the specific set-

ting and members.
Many factors affect trust and rapport-how

a researcher presents himself or herself; the role

he or she chooses for the field; and the events
that encourage, limit, or make it impossible to
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peratures, filthy and dilapidated living condi-
tions, dysentery and mosquitoes. She felt iso-
lated, she cried a lot, and she gained 30 pounds
from compulsive eating. After months in the
field, she thought she was a total failure; she was
distrusted by members and got into fights with
the camp administration.

Maintaining a "marginal" status is stressful;
it is difiicult to be an outsider who is not firlly in-
volved, especially when studying settings full of
intense feelings (e.g., political campaigns, reli-
gious conversions, etc.). The loneliness and iso-
lation of fieldwork may combine with the desire
to develop rapport and empathy to cause over-
involvement. A researcher may "go native" and
drop the professional researcher's role to be-
come a firll member of the group being studied.
Or the researcher may feel guilt about learning
intimate details as members drop their guard,
and may come to overidenti$'with members.

Normalizing Social Research. A field re-
searcher not only observes and investigates
members in the field but is observed and inves-
tigated by members as well. In overt field
research, members are usually initially un-
comfortable with the presence of a researcher.
Most are unfamiliar with field research and fail
to distinguish between sociologists, psycholo-
gists, counselors, and social workers. They may
see the researcher as an outside critic or spy, or
as a savior or all-knowing expert.

An overt field researcher must normalize so-
cial research-that is, help members redefine so-
cial research from something unknown and
threatening to something normal and predictable.
He or she can help members manage research by
presenting his or her own biography, explaining
field research a little at a time, appearing non-
threatening, or accepting minor deviance in the
setting (e.9., minor violations of official rules).

Maintaining Relations

Socinl Relations, With time, a field researcher
develops and modifies social relationships.

Members who are cool at first may warm up
later. Or they may put on a front of initial friend-
liness, and their fears and suspicions surface only
later. A researcher is in a delicate position. Early
in a project, when not yet firlly aware of every-
thing about a field site, the researcher does not
form close relationships because circumstances
may change. Yet, if he or she does develop close
friends, they can become allies who will defend
the researcher's presence and help him or her
gain access.

A field researcher monitors how his or her
actions or appearance affects members. For ex-
ample, a physically attractive researcher who in-
teracts with members of the opposite sex may
encounter crushes, flirting, and jealousy. He or
she develops an awareness of these field relations
and learns to manage them.

In addition to developing social relation-
ships, a field researcher must be able to break or
withdraw from relationships as well. Ties with
one member may have to be broken in order to
forge ties with others or to explore other aspects
of the setting. As with the end of any friendly re-
lationship, the emotional pain of social with-
drawal can affect both the researcher and the
member. The researcher must balance social
sensitivity and the research goals.

Small Favors. Fscchange relationships develop
in the field, in which small tokens or favors, in-
cluding deference and respect, are exchanged. A
researcher may gain acceptance by helping out
in small ways. Exchange helps when access to
sensitive issues is limited. A researcher may offer
small favors but not burden members by asking
for return favors. As the researcher and mem-
bers share experiences and see each other again,
members recall the favors and reciprocate by al-
lowing access. For example, Duneier (1999) used
the small favor of watching the tables of street
vendors when they had to leave for a short time,
such as to use the bathroom.

Conflicts in the Fielil. Fights, conflict, and dis-
agreements can erupt in the field, or a researcher



may study groups with opposing positions. In
such situations, the researcher will feel pressure
to take sides and will be tested to see if he or she
can be trusted. In such occasions, a researcher
usually stays on the neutral sidelines and walks a
tightrope between opposing sides. This is be-
cause once he or she becomes aligned with one
side, the researcher will cut off access to the
other side. In addition, he or she will see the sit-
uation from onlyone point of view.

Appearing Interested. Field researchers main-
tain an appearance of interest inthe field. An ex-
perienced researcher appears to be interested in
and involved with field events by statements and
behaviors (e.g., facial expression, going for cof-
fee, organizingaparty, etc.) even if he or she is
not truly interested. This is because field rela-
tions may be disrupted if the researcher appears
to be bored or distracted. Putting up such a tem-
pora'ry front of involvement is a common small
deception in dailylife and is part of being polite.

Of course, selective inattention (i.e., not
staring or appearing not to notice) is also part of
acting polite. If a person makes a social mistake
(e.g., accidentally uses an incorrect word, passes
gas, etc.), the polite thing to do is to ignore it. Se-
lective inattention is used in fieldwork, as well. It
gives an alert researcher an opportunity to learn
by casually eavesdropping on conversations or
obsen'ing events not meant to be public.

OBSERVING AND COLLECTING
DATA

This section looks at how to get good qualitative
field data. Field data are what the researcher ex-
periences and remembers, and what are
recorded in field notes and become available for
systematic analysis.

Watching and Listening

Observing. In the field, researchers pay atten-
tion, watch, and listen carefully. They use all the
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senses, noticing what is seen, heard, smelled,
tasted, or touched. The researcher becomes an in-
strument that absorbs all sources of information

A field researcher carefully scrutinizes the
physical setting to capture its atmosphere. He or
she asks: What is the color of the floor, walls,
ceiling? How large is the room? Where are the
windows and doors? How is the furniture
arranged, and what is its condition (e.g., new or
old and worn, dirty or clean)? What type of
lighting is there? Are there signs, painiings,
plants? What are the sounds or smels?

Why bother with such details? you may
have noticed that stores and restaurants often
plan lighting, colors, and piped-in music to cre-
ate a certain atmosphere. Muyb. you know that
used-car sales people spray a new-car scent into
cars or that shops in shopping malls intention-
ally send out the odor of freshly made cookies.
These subtle, unconscious signals influence hu-
man behavior.

Observing in field research is often detailed,
tedious work. Instead of the quick flash, motiva-
tion arises out ofa deep curiosity about the de-
tails. Good field researchers are intrigued about
details that reveal "what's going on here"
through carefrrl listening and watching. Field re-
searchers believe that the core of soiial life i,
communicated through the mundane, trival,
everyday minutia. This is what people often
overlook, but field researchers need to learn how
to notice.

In addition to physical surroundings, a field
researcher observes people and their actions, not-
ing each person's observable physical character-
istics: age, sex, race, and stature. people sociahy
interact differently depending on whether an-
other person is 18, 40, or 70 years old; male or fe-
male; White or non-White; short and frail or tall.
heavyset, and muscular. When noting such char-
acteristics, the researcher is included. For exam-
ple, an attitude of strangeness heightens
sensitivity to a group's racial composition. A re-
searcher who ignores the racial composition of a
group of Whites in a multiracial society because
he or she too is White is being racially insensitive.
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The researcher records such details because
something of significance mightberevealed. It is
better to err by including everything than to ig-
nore potentially significant details. For example,
"The tall, White muscular l9-year-old male
sprinted into the brightly lit room just as the
short, overweight Black woman in her sixties
eased into a battered chair" says much more
than "One person entered, another sat down."

A fietd researcher notes aspects ofphysical
appearance such as neatness, dress' and hairstyle
because they express messages that can affect so-
cial interactions. People spend a great deal of
time and money selecting clothes, styling and
combing hair, grooming with make-up, shaving,
ironing clothes, and using deodorant or per-
fumes. These are part of their presentation of
self. Even people who do not groom, shave, or
wear deodorant present themselves and send a
symbolic message by their appearance. No one
dresses or looks "normal." Such a statement sug-
gests that a researcher is not seeing the social
world through the eyes of a stranger or is insen-
sitive to social signals.

Behavior is also significant. A field re-
searcher notices where people sit or stand, the
pace at which they walk, and their nonverbal
communication. People express social informa-
tion, feelings, and attitudes through nonverbal
communication, including gestures, facial ex-
pressions, and how one stands or sits (standing
stiffly, sitting in a slouched position, etc.). People
express relationships by how they position them-
selves in a group and through eye contact. A re-
searcher may read the social communication of
people by noting that they are standing close to-
gether, looking relaxed, and making eye contact.

A field researcher also notices the context in
which events occur: Who was present? Who just
arrived or left the scene? Was the room hot and
stuffy? Such details may help the researcher as-
sign meaning and understand why an event oc-
curred. If they are not noticed, the details are
lost, as is a full understanding of the event.

Serendipity is important in field research.
Many times, a field researcher does not know the

relevance of what he or she is observing until
later. This has two implications. First is the im-
portance ofkeen observation and excellent notes
at all times, even when "nothing seems to be
happening." Second is the importance of look-
ing back over time and learning to appreciate
wait time. Most field researchers say that they
spend a lot of time "waiting." Novice field re-
searchers get frustrated with the amount of time
they seem to "waste," either waiting for other
people or waiting for events to occur.

A field researcher needs must be attuned to
the rhythms of the setting, operate on other peo-
ple's schedules, and observe how events occur
within their own flow of time. Wait time is not
always wasted time. Wait time is time for reflec-
tion, for observing details, for developing social
relations, for building rapport, and for becom-
ing a familiar sight to people in the field setting.
Wait time also displays that a researcher is com-
mitted and serious; perseverance is a significant
trait field researchers need to cultivate. The re-
searcher may be impatient to get in, get the re-
search over, and get on with his or her "real life"
but for the people in the field site, this is real life.
The researcher should subordinate his or her
personal wants to the demands of the field site.

Listming. A field researcher listens carefiilly to
phrases, accents, and incorrect grammar, listen-
ing both to what issaid and how it is saidor what
was implied. For example, people often use
phrases such as "you know" or "ofcourse" or "et
cetera." A field researcher knows the meaning
behind such phrases. He or she can try to hear
everything, but listening is difficult when many
conversations occur at once or when eavesdrop-
ping. Luckily, significant events and themes usu-
ally recur.

Taking Notes

Most field research data arc in the form of field
notes. Full field notes can contain maps, dia-
grams, photographs, interviews, tape recordings,
videotapes, memoq artifacts or objects from the



field, notes jotted in the field, and detailed notes
written awayfrom the field. A field researcher ex-
pects to fill manynotebooks, or the equivalent in
computer memory. He or she may spend more
time writing notes than being in the field. Some
researchers produce 40 single-spaced pages of
notes for three hours of observation. With prac-
tice, even a new field researcher can produce sev-
eral pages ofnotes for each hour in the field.

Writing notes is often boring, tedious work
that requires self-discipline. The notes contain
extensive descriptive detail drawn from mem-
ory. A researcher makes it a daily habit or com-
pulsion to write notes immediately after leaving
the field. The notes must be neat and organized
because the researcher will return to them over
arld over again. Once written, the notes are pri-
vate and valuable. A researcher treats them with
care and protects confidentiality. Field notes
may be of interest to hostile parties, blackmail-
ers, or legal officials, so some researchers write
field notes in code.

A researcher's state of mind, level of atten-
tion, and conditions in the field affect note tak-
ing. He or she will usually begin with relatively
short one- to three-hour periods in the field be-
fore writing notes.

Types of Field Notes. Field researchers take
notes in many ways.l0 The recommendations
here (also see Box 11.4) are suggestions. Full
field notes have several tlpes or levels. Five levels
will be described. It is usuallybest to keep all the
notes for an observation period together and to
distinguish types of notes by separate pages.
Some researchers include inferences with direct
observations if they are set offby a visible device
such as brackets or colored ink. The quantity of
notes varies across types. For example, six hours
in the field might result in 1 page ofjoued notes,
40 pages of direct observation, 5 pages of re-
searcher inference, and2 pages total for method-
ological, theoretical, and personal notes.

lotted Notes. It is nearly impossible to take
good notes in the field. Even a known observer
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in a public setting looks strange when furiously
writing. More important, when looking down
and writing, the researcher cannot see and hear
what is happening. The attention given to note
writing is taken from field observation where it
belongs. The specific setting determines whether
any notes in the field can be taken. The re-
searcher maybe able to write, and members may
expect it, or he or she may have to be secretive
(e.g., go to the restroom).

Jotted notes are written in the field. They are
short, temporary memory triggers such as
words, phrases, or drawings taken inconspicu-
ously, often scribbled on any convenient item
(e.g., napkin, matchbook). They are incorpo-
rated into direct observation notes but are never
substituted for them.

Direct Observation Notes. The basic source of
field data are notes a researcher writes immedi-
ately after leaving the field, which he or she can
add to later. The notes should be ordered
chronologically with the date, time, and place on
each entry. They serve as a detailed description
ofwhat the researcher heard and saw in con-
crete, specific terms. To the extent possible, they
are an exact recording ofthe particular words,
phrases, or actions.

A researcher's memory improves with prac-
tice. A new researcher can soon remember exact
phrases from the field. Verbatim statements
should be written with double quote marks to
distinguish them from paraphrases. Dialogue
accessories (nonverbal communication, props,
tone, speed, yolume, gestures) should be
recorded as well. A researcher records what was
actually said and does not clean it up; notes in-
clude ungrammatical speech, slang, and mis-
statements (e.g., write, "IJh, I'm goin' home,
Sal," not "I am going home, Sally'').

A researcher puts concrete details in notes,
not summaries. For example, instead of, "We
talked about sports," he or she writes, "Anthony
argued with Sam and |ason. He said that the
Cubs would win next week because they traded
for a new shortstop, Chiappetta. He also said
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Record notes as soon as possible after each pe-
riod in the field, and do not talk with others un-
til observations are recorded.

Begin the record of each field visit with a new
page, with the date and time noted.

Use jotted notes only as a temporary memory
aid, with key words or terms, or the first and last
things said.

Use wide margins to make it easy to add to
notes at any time. Co back and add to the notes
if you remember something later.

Plan to type notes and keep each level of notes
separate so it will be easy to go back to them
later.

Record events in the order in which they oc-
curred, and note how long they last (e.g., a 1 5-
minute wait, a one-hour ride).

Make notes as concrete, complete, and compre-
hensible as oossible.

Use frequent paragraphs and quotation marks.
Exact recall of phrases is best, with double
quotes; use single quotes for paraphrasing.

Record small talk or routines that do not appear
to be significant at the time; they may become
imoortant later.

1 0. "Let your feelings flow" and write quickly with-
out worrying about spell ing or "wild ideas." As-
sume that no one else wil l see the notes. but use
pseudonyms.

I 'l . Never substitute tape recordings completely for
field notes.

I 2. Include diagrams or maps of the setting, and
outline your own movements and those ofoth-
ers during the period of observation.

1 3. Include the researcher's own words and behav-
ior in the notes. Also record emotional feelings
and private thoughts in a separate section.

1 4. Avoid evaluative summarizing words. Instead of
"The sink looked disgusting," say, "The sink was
rust-stained and looked as if i t had not been
cleaned in a long time. Pieces of food and dirty
dishes looked as if they had been piled in it for
several days."

I 5. Reread notes periodically and record ideas gen-
erated by the rereading.

I 6. Always make one or more backup copies, keep
them in a locked location, and store the copies
in different places in case of fire.

2.

3.

4.

5.

6.

7.

8.

9.

that the team was better than the Mets, who he
thought had inferior infielders. He cited last
week's game where the Cubs won against Boston
by 8 to 3." A researcher notes who was present)
what happened, where it occurred, when, and
under what circumstances. New researchers may
not take notes because "nothing important hap-
pened." An experienced researcher knows that
events when "nothing happened" can reveal a
lot. For example, members may express feelings
and organize experience into folk categories
even in trivial conversations.

Researcher Inference Notes. A field researcher
listens to members in order to "climb into their
skin" or "walk in their shoes." This involves a
three-step process. The researcher listens with-
out applying analytical categories; he or she
compares what is heard to what was heard at
other times and to what others say; then the re-
searcher applies his or her own interpretation to
infer or figure out what it means. In ordinary in-
teraction, we do all three steps simultaneously
and jump quickly to our own inferences. A field
researcher learns to look and listen without in-



ferring or imposing an interpretation. His or her
observations without inferences go into direct
observation notes.

A researcher records inferences in a separate
section that is keyed to direct observations. Peo-
ple never see social relationships, emotions, or
meaning. They see specific physical actions and
hear words, then use background cultural
knowledge, clues from the context, and what is
done or said to assign social meaning. For exam-
ple, one does not see love or anger; one sees and
hears specific actions (red face, loud voice, wild
gestures, obscenities) and draw inferences from
them (the person is angry).

People constantly infer social meaning on
the basis of what they see and hear, but not al-
ways correctly. For example, my niece visited me
and accompanied me to a store to buy a kite. The
clerk at the cash register smiled and asked her
whether she and her "Daddy'' (looking at me)
were going to fly the kite that day. The clerk ob-
served our interaction, then inferred a
father/daughter, not an uncle/niece relationship.
She saw and heard a male adult and a female
child, but she inferred the social meaning
incorrectly.

A researcher keeps inferred meaning sepa-
rate from direct observation because the mean-
ing of actions is not always self-evident.
Sometimes, people try to deceive others. For ex-
ample, an unrelated couple register at a motel as
Mr. and Mrs. Smith. More frequently, social be-
havior is ambiguous or multiple meanings are
possible. For example, I see a White male and fe-
male, both in their late twenties, get out of a car
and enter a restaurant together. They sit at a
table, order a meal, and talkwith serious expres-
sions in hushed tones, sometimes leaning for-
ward to hear each other. As they get up to leave,
the woman, who has a sad facial expression and
appears ready to cry, is briefly hugged by the
male. They then leave together. Did I witness a
couple breaking up, two friends discussing a
third, two people trying to decide what to do be-
cause theyhave discovered that their spouses are
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having an affair with each other, or a brother
and sister whose father just died?

Analytic Notes. Researchers make many deci-
sions about how to proceed while in the field.
Some acts are planned (e.g., to conduct an inter-
view, to observe a particular activity, etc.) and
others seem to occur almost out ofthin air. Field
researchers keep methodological ideas in ana-
lytic notes to record their plans, tactics, ethical
and procedural decisions, and self-critiques of
tactics.

Theory emerges in field research during
data collection and is clarified when a researcher
reviews field notes. Analytic notes have a run-
ning account of a researcher's attempts to give
meaning to field events. He or she thinks out
loud in the notes by suggesting links between
ideas, creating hypotheses, proposing conjec-
tures, and developing new concepts.

Analytic memos are part of the theoretical
notes. They are systematic digressions into the-
ory, where a researcher elaborates on ideas in
depth, expands on ideas while still in the field,
and modifies or develops more complex theory
by rereading and thinking about the memos.

Personal Notes. As discussed earlier, personal
feelings and emotional reactions become part of
the data and color what a researcher sees or
hears in the field. A researcher keeps a section of
notes that is like a personal diary. He or she
records personal life events and feelings in it
("I'm tense today. I wonder if it's because of the
fight I had yesterday with Chris," "I've got a
headache on this gloomy, overcast day'').

Personal notes serve three functions: They
provide an outlet for a researcher and a way to
cope with stress; they are a source of data about
personal reactions; and they give him or her a
way to evaluate direct observation or inference
notes when the notes are later reread. For exam-
ple, if the researcher was in a good mood during
observations, it might color what he or she ob-
served (see Figure 11.2).
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Direct Observation lnference

Sunday, October 4. KaY's
Kafe 3:00 pm. Large
White male in mid-4Os,
overweight, enters. He
wears worn brown suit.
He is alone; sits at booth
#2.Kay comes bY, asks,
"What'll it be?" Man
says, "Coffee, black for
now." She leaves and he
lights cigarette and reads
menu. 3:15 Pm. KaY
turns on radio.

Kay seems
friendly today,
humming. She
becomes solemn
and watchful. I
think she puts on
the radio when
nervous.

Women are
afraid of men
who come in
alone since the
robbery.

Personal Journal

It is raining.
I am feeling
comfortable
with Kay but
am bored today.

Maps and Diagrams. Field researchers often

make maps and draw diagrams or pictures of the

features of a field site. This serves tlvo purposes:

It helps a researcher otganize events in the field

and it helps convey a field site to others. For ex-

ample, a researcher observing a bar with. 15

stools may draw and number 15 circles to sim-
pliS' recording (e.8.' "Yosuke came in and sat on

itool 12; Phoebe was already on stool 10"). Field

researchers find three types of maps helpful: spa-

tial, social, and temporal. The first helps orient

the data; the latter two are preliminary forms of

data analysis. A spatial map locates people,

equipment, and the like in terms of geographical
physical space to show where activities occur

inig"t. 11.3A). Asocialmap shows the number

or variety of people and the arrangements
among them of power, influence, friendship, di-

vision of labor, and so on (Figure 11'3B)' A

temporal map showsthe ebb and flow of people,

goodr, services, and communications, or sched-

ules (Figure 11.3C).

Machine Recordings to Supplement Meffiory'

Tape recorders and videotapes can be hetpful

supplements in field research. They never substi-

t"ta fot field notes or a researcher's presence in

the field. They cannot be introduced into all field

sites, and can be used only aftet a researcher de-

velops rapport. Recorders and videotapes provide

a close approximation to what occurred and a

p.r-un.rrt record that others can review' They

,a-a ut "jotted notes" to help a researcher recall

events and observe what is easy to miss' Never-

theless, these items can create disruption and an

increased awareness of surveillance' Researchers

who rely on them must address associated prob-

lems (e.g., ensure that batteries are fresh and there

are enough blank tapes). Also' relistening to or

viewing tapes can be time consuming' For exam-

ple, it may take over 100 hours to listen to 50

iro,rr, ,".orded in the field. Transcriptions of tape

are expensive and not always accurate; they do

not always convey subtle contextual meanings or

mumbled words. Duneier (1999) had a tape

recorder on all the time in his study of New York

City street vendors. He made others aware of the

machine and took reponsibility for what behav-

iors he focused on, and he left the machine visible'

The taping mayhave created some distortion but

it also provided a record of everydayroutines' He

also had a collaborator who took a large collection

of photographs of his field site and informants'

which heiped him to see things differently'

Analytic
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InterviewNotes, Ifa researcher conducts field
interviews (to be discussed), he or she keeps the
interview notes separate.

Data Quality

Reliability in FieldResearch. The reliability of
field data addresses the question: Are researcher
observations about a member or field event in-
ternally and externally consistent? Internal con-
sistency refers to whether the data are plausible
given all that is known about a person or event,
eliminating common forms of human decep-
tion. In other words, do the pieces fit together
into a coherent picture? For example, are a
member's actions consistent over time and in
different social contexts? External consistency is
achieved by verifying or cross-checking observa-
tions with other, divergent sources of data. In
other words, does it all fit into the overall con-
text? For example, can others verifr what a re-
searcher observed about a person? Does other
evidence confirm the researcher's observations?

Reliability in field research also includes
what is not said or done, but is expected. Such
omissions can be significant but are difficult to
detect. For example, when observing a cashier
end her shift, a researcher notices that the
money in the cash drawer is not counted. He or
she may notice the omission only if other
cashiers always count the money at the end of
the shift.

Reliability in field research depends on a re-
searcher's insight, awareness, suspicions, and
questions. He or she looks at members and
events from different angles (legal, economic,
political, personal) and mentally asks questions:
Where does the money come from for that?
What do those people do alt day?

Field researchers depend on what members
tell them. This makes the credibilityof members
and their statements part of reliability. To check
member credibility, a researcher asks: Does the
person have a reason to lie? Is she in a position to
know that? What are the person's values and
how might that shape what she says? Is he just

saylng that to please me? Is there anything that
might limit his spontaneity?

Field researchers take subjectivity and con-
text into account as they evaluate credibility'
Theyknow that a person's statements or actions
are affected by subjective perceptions. State-
ments are made from a particular point of view
and colored by an individual's experiences. In-
stead of evaluating each statement to see if it is
true. a field researcher finds statements useful in
themselves. Even inaccurate statements and ac-
tions can be revealing from a researcher's
perspective.

As mentioned before, actions and state-
ments are shaped by the context in which they
appear. What is said in one setting may differ in
other contexts. For example, when asked "Do
you dance?" a member may say no in a public
setting full of excellent dancers, but yes in a
semiprivate setting with few good dancers and
different music. It is not that the member is lying
but that the answer is shaped by the context.

Duneier (1999) has warned us to avoid the
ethnographic fallacy.It occurs when a field re-
searcher takes what he or she oberves at face
value, does not question what people in a field
site say, and focuses solely on the immediate
concrete details of a field setting while ignoring
larger social forces. Duneier noted that he tried
to avoid the fallacy by being aware of larger so-
cial context and forces. Thus, he studied people
who took responsibilty for their own failures
(such as dropping out of school in the ninth
grade) and blamed themselves. Duneier was
firlly aware fiom many other studies of the larger
forces (e.g., family situation, violence, poor
quality school, racial prejudice, joblessness) that
often contributed to their experience offailure'l1

Valiility in Field Research. Validityin field re-
search is the confidence placed in a researcher's
analysis and data as accurately representing the
social world in the field. Replicability is not a cri-
terion because field research is virtually impossi-
ble to replicate. Essential aspects of the field
change: The social events and context change,
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the members are different, the individual re-

searcher differs, and so on. There are four kinds

of validity or tests of research accutaclr: ecologi -

cal validity, natural history, member validation,

and competent insider performance. t
I
I

All Details
in the
Field

I+
-+Amount of Time in the Field Site +

ops hlpotheses only after being in the field and

experiencing it firsthand. At first, everything
seems relevant; later, however, selective atten-
tion focuses on specific questions and themes.

Sampling. Field researchers often use non-
probability samples, such as snowball sampling.
Manytimes the field research is sampling differ-
ent tfpes of units. A field researcher may take a
smaller. selective set of observations from all
possible observations, or sample times, situa-
tions, types ofevents, locations, types ofpeople,
or contexts of interest. For example, a researcher
samples time by observing a setting at different
times. He or she observes at all times of the day,
on every day of the week, and in all seasons to get
a full sense of how the field site stays the same or
changes. It is often best to overlap when sam-
pling (e.g., to have sampling times from 7:00 e.u.
to 9:00.t.ir,t., from 8:00 ,t.lr. to 10:00 e'vt., from
9:00 n.rvr. to I l:00 n.tvn., etc.).

A researcher often samples locations be-
cause one location may give depth' but a narrow
perspective. Sitting or standing in different loca-
iioni h"lps the researcher get a sense of the
whole site. For example, the peer-to-peerbehav-
ior ofschool teachers usually occurs in a faculty
lounge, but it also occurs at a local bar when
teachers gather or in a classroom temporarily
used for a teacher meeting. In addition, re-
searchers trace the paths of members to various
field locations.

i

T

t Ecological validity' Validity is achieved by

describing the studied social world in a

manner that matches what itwouldbe with-

out a research presence. Ecological validity

suggests that events and interactions would

occur the same without a researcher there

and without being part of a research study'

t Natural history. Validity is achieved by of-

fering a highly detailed description of how

the risearch was conducted. Natural history

offers readers a close-up view of a re-

searcher's actions, assumptions, and proce-

dures for evaluation.
t Member validation. Validity is achieved by

asking members of a field site to review and

verifr the accurary of the description of

their intimate social world. Possible limita-
tions of member validation are that dif-

ferent members may have conflicting
perspectives, members may object to 11un-
lavoiable portrayal their social world, or

members may not recognize parts of a de-

scription that go beyond their own narrow
perspective.l2

t Competent insider performance. Validity is

achieved by a researcher interacting identi-

cally to or "passing" as an insider or mem-

ber of the field site. This form of validity is

reached when a researcher truly under-
stands insider assumptions, knows and acts

based on tacit local social rules or knowl-

edge, and can tell and get insider jokes'

Focusing and SamPling

Focusing. The field researcher first gets a gen-

eral picture, then focuses on a few specific prob-

lems or issues (see Figure 11.4). A researcher

decides on specific research questions and devel-
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Field researchers sample people by focusing
their attention on different kinds of people (olo-
timers and newcomers, old and young, males
and females, leaders and followers). As a re-
searcher identifies types of people, or people
with opposing outlooks, he or she tries to inter-
act with and learn about all types. A field re-
searcher also samples various kinds of events,
such as routine, special, and unanticipated. Rou-
tine events (e.g., opening up a store for business)
happen every day and should not be considered
unimportant simply because they are routine.
Special events (e.g., annual office parry) zre an-
nounced and planned in advance. They focus
member attention and reveal aspects of social
life not otherwise visible. Unanticipated events
are those that just happen to occur while a re-
searcher is present (e.g., unsupervised workers
when the manager gets sick and cannot oversee
workers at a store for a day). In this case, the re-
searcher sees something unusual, unplanned, or
rare by chance.

THE FIELD RESEARCH INTERVIEW

So far, you have learned how field researchers
observe and take notes. They also interview
members, but field interviews differ from survey
research interviews. This section introduces the
field interview.

The Field Interview

Field researchers use unstructured, nondirective,
in-depth interviews, which differ from formal
survey research interviews in many ways (see
Table 11.1). The field interview involves asking
questions, listening, expressing interest, and
recording what was said. It is a joint production
of a researcher and a member. Members are ac-
tive participants whose insights, feelings, and co-
operation are essential parts of a discussion
process that reveals subjective meanings.

Field research interviews go by many
names: unstructured, depth, ethnographic, open

ended, informal, and long. Generally, they in-
volve one or more people being present, occur in
the field, and are informal and nondirective (i.e.,
the respondent may take the interview in various
directions).

A field interview involves a rnutual sharing
of experiences. A researcher might share his or
her background to build trust and encourage the
informant to open up, but does not force an-
swers or use leading questions. She or he en-
courages and guides a process of mutual
discovery.

In field interviews, members express them-
selves in the forms in which they normally speak,
think, and organize reality. A researcher retains
members' jokes and narrative stories in their
natural form and does not repackage them into
a standardized format. The focus is on the mem-
bers'perspectives and experiences. In order to
stay close to a member's experience, the re-
searcher asks questions in terms of concrete ex-
amples or situations-for example, "Could you
tell me things that led up to your quitting in
fune?" instead of "Why did you quit your job?"

Field interviews can occur in a series over
time. A researcher begins by building rapport
and steering conversation away from evaluative
or highly sensitive topics. He or she avoids prob-
ing inner feelings until intimary is established,
and even then, the researcher expects apprehen-
sion. After several meetings, he or she may be
able to probe more deeply into sensitive issues
and seek clarification of less sensitive issues. In
later interviews, he or she may return to topics
and check past answers by restating them in a
nonjudgmental tone and asking for verifica-
tion-for example, "The last time we talked, you
said that you started taking things from the store
after they reduced your pay. Is that right?"

The field interview is closer to a friendly
conversation than the stimulus/response model
found in a survey research interview. You are fa-
miliar with a friendly conversation. It has its own
informal rules and the following elements: (1) a
greeting ("Hi, it's good to see you again"); (2)
the absence of an explicit goal or purpose (we
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don't say, "Let's now discuss what we did last
weekend"); (3) avoidance of repetition (we
don't say, "Could you clarifr what you said
about"); (4) question asking ("Did you see the
race yesterday?"); (5) expressions of interest
("Really? I wish I could have been there!"); (6)
expressions ofignorance ("No, I missed it. What
happened?"); (7) turn taking, so the encounter is
balanced (one person does not always ask ques-
tions and the other only answer); (8) abbrevia-
tions ("I missed the Derby, but I'm going to the
Indy," not "I missed the Kentucky Derby horse
race but I will go to the Indianapolis 500 auto-

motive race"); (9) a pause or brief silence when
neither person talks is acceptable; (10) a closing
(we don't say, "Let's end this conversation"; in-
stead, we give a verbal indicator before physically
leaving: "I've got to get back to work now-see
ya tomorrow").

The field interview differs from a friendlv
conversation. It has an explicit purpose-to
learn about the informant and setting. A re-
searcher includes explanations or requests that
diverge from friendly conversations. For exam-
ple, he or she may say,"I'dlike to ask you about
. . ." or "Could you look at this and see if I've

Survey Interviews versus Field Research Interviews

2.

3.

4.

6.

7.

8.

9.

l . It has a clear beginning and end.

The same standard questions are asked ofall
respondents in the same sequence.

The interviewer appears neutral at all times.

The interviewer asks questions, and the
respondent answers.

It is almost always with one respondent alone.

It has a professional tone and businesslike focus;
diversions are ignored.

Closed-ended questions are common, with rare
probes.

The interviewer alone controls the pace and
direction of interview.

The social context in which the interview occurs
is ignored and assumed to make little difference.

1 0. The interviewer attempts to mold the framework
communication pattern into a standard.

1. The beginning and end are not clear. The
interview can be picked up later.

2. The questions and the order in which thev
are asked are tailored to specific people and
situations.

3. The interviewer shows interest in responses,
encourages elaboration.

4. It is like a friendly conversational exchange,
but with more interviewer questions.

5. lt can occur in group setting or with others in
area, but varies.

5. lt is interspersed with jokes, asides, stories,
diversions, and anecdotes, which are recorded.

7. Open-ended questions are common, and
probes are frequent.

8. The interviewer and member jointly control
the pace and direction of the interview.

9. The social context of the interview is noted
and seen as important for interpreting the
meaning of responses.

1 0. The interviewer adjusts to the member's
norms and language usage.

Source:Adapted from Briggs ( l  986), Denzin (1 989), Douglas ( l  985), Misher (1 9g6), spradley (1979a).
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written it down right?" The field interview is less
balanced. A higher proportion of questions
come from the researcher, who expresses more
ignorance and interest. Also, it includes repeti
tion. and a researcher asks the member to elabo-
rate on unclear abbreviations.

Kissane (2003) used depth interviews in her
field study of low-income women in Philadel-
phia (discussed in Chapter 6). Interviews lasted
from 30 minutes to three hours. Kissane noted
that she asked the women what services they
used, and then named specific agencies. Often a
woman would then say she was aware of the
named agency. She asked the women to describe
their experiences with various agencies, when
they had used them or if theywould use services
of various agencies, and what other social ser-
vices they used. Open-ended interviewing al-
lowed her to see the women's decision-making
process.

Types of Questions in Field Interviews

Many field researchers ask three tlpes of ques-
tions in a field interview: descriptive, structural,
and contrast questions. All are asked concur-
rently, but each type is more frequent at a differ-
ent stage in the research process (see Figure
11.5). During the early stage, a researcher pri-
marily asks descriptive questions, then gradually

FIcURE 1 1.5 TypesofQuest ionsin
Field Research lnterviews

Number of
Questions

adds structural questions until, in the middle
stage after analysis has begun, they make up a
majority of the questions. Contrast questions
begin to appear in the middle of a field research
study and increase until, by the end, they are
asked more than any other type.l3

A descriptite question is used to explore the
setting and learn about members. Descriptive
questions can be about time and space-for ex-
ample, "Where is the bathroom?" "When does
the delivery truck arrive?" "What happened
Monday night?" They can also be about people
and activities: "\,Vho is sitting by the window?"
"What is your uncle like?" "What happens dur-
ing the initiation ceremony?" They can be about
objects: "When do you use a saber saw?" "Which
tools do you carry with you on an emergency
water leak job?" Questions asking for examples
are descriptive:.questions-for example, "Could
you give me an example of a great date?" "What
were your experiences as a postal clerk?" De-
scriptive questions may ask about hypothetical
situations: "If a student opened her book during
the exam, how would you deal with it?" They
also ask members about the argot of the setting:
"What do you call a deputy sherif,R" (The an-
swer is a "county Mountie.")

A researcher introduces a structural question
after spending time in the field and starting to
analyze data. It begins after a researcher orga-
nizes specific field events, situations, and con-
versations into conceptual categories. For
example, a researcher's observations of a high-
way truck-stop restaurant revealed that the em-
ployees informally classify customers who
patronize the truck stop. In a preliminary analy-
sis, he or she creates a conceptual category of
kinds of customers and has members veriff the
categories with structural questions. A common
way to pose a structural question is to ask the
members whether a category includes elements
in addition to those aheady identified-for ex-
ample, "Are there any types of customers other
than regulars, greasers, pit stoppers, and long
haulers?" In addition, a researcher asks for con-
firmation: "Is a greaser a type of customer thatTime in the Field
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you serve?" "Would a pit stopper ever eat a
three-course dinner?"

The contrast question builds on the analysis
already verified by structural questions. Contrast
questions focus on similarities or differences be-
tween elements in categories or between cate-
gories. The researcher asks members to verifii
the similarities and differences: "You seem to
haye a number of different kinds of customers
come in here. I've heard you call some cus-
tomers 'regulars' and others 'pit stoppers.' How
are a regular and a pit stopper alike?" or "Is the
difference between a long hauler and a greaser
that the greaser doesn't tip?" or "Two types of
Customers iust stop to use the restroom-entire
families and a lone male. Do you call both pit
stoppers?"

Informants

An informant or key actor in field research is a
member with whom a field researcher develops a
relationship and who tells about, or informs on,
the field.la Who makes a good informant? The
ideal informant has four characteristics:

1. The informant is totally familiar with the
culture and is in position to witness signifi-
cant eyents. He or she lives and breathes the
culture and engages in routines in the set-
ting without thinking about them.

2. The individual is currently involved in the
field. Ex-members who have reflected on
the field mayprovide useful insights, but the
longer they have been away from direct in-
volvement, the more likely it is that they
have reconstructed their recollections.

3. The person can spend time with the re-
searcher. Interviewing may take many
hours, and some members are simply not
available for extensive interviewing.

4. Nonana\tic individuals make better infor-
mants. A nonanalytic informant is familiar
with and uses native folk theory or prag-
matic common sense. This is in contrast to
the analytic member, who preanalyzes the

setting, using categories from the media or
education.

A field researcher may interview several
types of informants. Contrasting types of infor-
mants who provide useful perspectives include
rookies and old-timers, people in the center of
eyents and those on the fringes of activiry peo-
ple who recently changed status (e.g., through
promotion) and those who are static, frustrated
or needy people and happy or secure people, the
leader in charge and the subordinate who fol-
lows. A field researcher expects mixed messages
when he or she interviews a range of informants.

lnterview Context

Field researchers recognize that a conversation
in a private office may not occur in a crowded
lunchroom. Often, interviews take place in the
member's home environment so that he or she is
comfortable. This is not always best. If a member
is preoccupied or there is no privacy, a re-
searcher will move to another setting (e.g.,
restaurant or university office).

The interview's meaning is shaped by its
Gestalt or whole interaction of a researcher and
a member in a specific context. For example, a
researcher notes nonverbal forms of communi-
cation that add meaning, such as a shrug, a ges-
ture, and so on.

LEAVING THE FIELD

Work in the field can last for a few weeks to a
dozen years. In either case, at some point work
in the field ends. Some researchers (e.g., Schatz-
man and Strauss, 1973) suggest that the end
comes naturally when theory building ceases or
reaches a closure; others feel that fieldwork
could go on without end and that a firm decision
to cut offrelations is needed.

Experienced field researchers anticipate a
process of disengaging and exiting the field. De-
pending on the intensity of involyement and the
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length of time in the field, the process can be dis-
ruptive or emotionally painful for both the re-
searcher and the members. A researcher may
experience the emotional pain of breaking inti-
mate friendships when leaving the field. He or
she may feel guilty and depressed immediately
before and after leaving. He or she may find it
difficult to let go because of personal and emo-
tional entanglements. If the involvement in the
field was intense and long, and the field site dif-
fered from his or her native culture. the re-
searcher may need months of adjustment before
feeling at home with his or her original cultural
surroundings.

Once a researcher decides to leave-be-
cause the project reaches a natural end and little
new is being learned, or because external factors
force it to end (e.g., end ofajob, gatekeepers or-
der the researcher out, etc.)-he or she chooses
a method of exiting. The researcher can leave by
a quick exit (simply not return one day) or
slowly withdraw, reducing his or her involve-
ment over weeks. He or she also needs to decide
how to tell members and how much advance
warning to give.

The exit process depends on the specific
field setting and the relationships developed. In
general, a researcher lets members know a short
period ahead of time. He or she fulfills any bar-
gains or commitments that were made and
leaves with a clean slate. Sometimes, a ritual or
ceremony, such as agoing-awayparryor shaking
hands with everyone, helps signal the break for
members. Maintaining friendships with mem-
bers is also possible and is preferred by feminist
researchers.

A field researcher is aware that leaving af-
fects members. Some members may feel hurt or
rejected because a close social relationship is
ending. They may react by trying to pull a re-
searcher back into the field and make him or her
more of a member, or they may become angry
and resentful. They may grow cool and distant
because ofan awareness that the researcher is re-
ally an outsider. In any case, fieldwork is not fin-

ished until the process of disengagement and ex-
iting is complete.

FOCUS GROUPS

The focus group is a special qualitative research
technique in which people are informally "inter-
viewed" in a group-discussion setting.ls Focus
group research has grown over the past 20 years.
The procedure is that a researcher gathers to-
gether 6 to 12 people in a room with a modera-
tor to discuss a few issues. Most focus groups last
about 90 minutes. The moderator is trained to
be nondirective and to facilitate free, open dis-
cussion by all group members (i.e., not let one
person dominate the discussion). Group mem-
bers should be homogenous, but not include
close friends or relatives. In a tlpical study, a re-
searcher uses four to six separate groups. Focus
group topics might include public attitudes (e.g.,
race relations, workplace equalrty), personal be-
haviors (e.g., dealing with AIDS), a new product
(e.g., breakfast cereal), a political candidate, or a
number of other topics. Researchers often com-
bine focus groups with quantitative research,
and the procedure has its own specific strengths
and weaknesses (see Box 11.5).

Several years ago, I conducted an applied
study on why parents and students chose to at-
tend a private high school. In addition to col-
lecting quantitative survey data, I formed six
focus groups, each with 8 to 10 students from
the high school. A trained college-student mod-
erator asked questions, elicited comments from
group members, and prevented one person from
dominating discussions. The six groups were co-
ed and contained members of either one grade
level or two adjacent grades (e.g., freshmen and
sophomores). Students discussed their reasons
for attending the high school and whether spe-
cific factors were important. I tape-recorded the
discussions, which lasted about 45 minutes, then
analyzed the tapes to understand what the stu-
dents saw as important to their decisions. In ad-



Advantages

r The natural setting allows people to express opin-
ions/ideas freely.

r Open expression among members of marginalized
social groups is encouraged.

r People tend to feel empowered, especially in ac_
tion-oriented research projects.

r Survey researchers are provided a window into
how people talk about survey topics.

r The interpretation of quantitative survey results is
facilitated.

r Participants may query one another and explain
their answers to each other.

Limitations

r A "polarization effect" exists (attitudes become
more extreme after group discussion).

r Only one or a few topics can be discussed in a fo-
cus group session.

r A moderator may unknowingly limit open, free ex_
pression of group members.

I Focus group participants produce fewer ideas
than in individual interviews.

I Focus group studies rarely report all the details of
study design,/procedure.

: Researchers cannot reconcile the differences that
arise between individual-only and focus group_
context responses.

dition, the data helped when interpreting the
survey data.

ETHICAL DITEMMAS OF FIELD
RESEARCH

The direct personal involvement of a field re-
searcher in the social lives of other people raises
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many ethical dilemmas. The dilemmas arise
when a researcher is alone in the field and has lit_
tle time to make a moral decision. Althoueh he
or she may be aware of general ethical issuJs be_
fore entering the field, they arise unexpectedly in
the course of observing and interacting in the
field. We will look at four ethical issueJin field
research: deception, confidentiality, involve_
ment with deviants, and publishing reports.r6

Deception

Deception arises in several ways in field research:
The research may be coveru it may assume a
false role, name, or identity; or it may mislead
members in some way. The most hotly debated
of the ethical issues arising from deception is
that ofcovert versus overt field r.r"ur.i. So-.
support it and see it as necessary for entering
into and gaining a full knowledge of many areas
of social life. Others oppose it ind argue that it
undermines a trust between researcheis and so_
ciety. Although its moral status is questionable,
there are some field sites or activiiies that can
onlybe studied covertly. Covert research is never
preferable and never easier than overt research
because of the difficulties of maintaining a front
and the constant fear ofgetting caught.

Confidentiality

A researcher learns intimate knowledge that is
given in confidence. He or she hasl moral
obligation to uphold the confidentialiw of data.
This includes keeping information confi dential
from others in the field and disguising mem_
bers'names in field notes. Sometimes a"field re_
searcher cannot directly quote a person. One
strategy is instead ofreporting the source as an
informant, the researcher can find documentary
evidence that says the same thing and use the
document (e.g., an old memo, u ,ra*rpup",
article, etc.) as if it were the source of ifr.
information.
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Involvement with Deviants

Researchers who conduct field research on de-
viants who engage in illegal behavior face addi-
tional dilemmas. They know of and may
sometimes be involved in illegal activity. This
guilty knowledge is of interest not only to law-
enforcement officials but also to other de-
viants.lT The researcher faces a dilemma of
building trust and rapport with the deviants, yet
not becoming so involved as to violate his or her
basic personal moral standards. Usually, the re-
searcher makes an explicit arrangement with
the deviant members.

Publishing Field Reports

The intimate knowledge that a researcher ob-
tains and reports creates a dilemma between the
right of privacy and the right to know. A re-
searcher does not publicize member secrets, vio-
Iate privacy, or harm reputations. Yet, if he or
she cannot publish anything that might offend
or harm someone, part of what the researcher
learned will remain hidden, and it may be diffi-
cult for others to believe the report if a re-
searcher omits critical details. Some researchers
ask members to look at a report to verifr its ac-
curary and to approve oftheir portrayal in print.
For marginal groups (e.g., addicts, prostitutes,
crack users), this may not be possible, but re-
searchers must respect member privacy. On the
other hand, censorship or self-censorship can be
a danger. A compromise position is for a re-
searcher to publish truthful but unflattering ma-
terial after consideration and only ifit is essential
to the researcher's arguments.

You can now appreciate implications of say-
ing that in field research, the researcher is di-
rectly involved with those being studied and is
immersed in a natural setting. Doing field re-
search usually has a greater impact on the re-
searcher's emotions, personal life, and sense of
selfthan doing other types ofresearch. Field re-
search is difficult to conduct, but it is a way to
study parts of the social world that otherwise
could not be studied.

Good field research requires a combination
of skills. In addition to a strong sense of self, the
best field researchers possess an incredible ability
to listen and absorb details, tremendous pa-
tience, sensitivity and empathy for others, su-
perb social skills, a talent to think very quickly
"on one's feet," the ability see subtle intercon-
nections among people and/or events, and a su-
perior ability to express oneself in writing.

Field research is strongest when a researcher
studies a small group of people interacting in the
present. It is valuable for micro-level or small-
group face-to-face interaction. It is less effective
when the concern is macro-level processes and
social structures. It is nearly useless for events
that occurred in the distant past or processes
that stretch across decades. Historical-compara-
tive research, discussed in the next ch4pter, is
better suited to investigating these types of
concerns.

Key Terms

analytic memos
appearance ofinterest
attitude of strangeness
contrast question
descriptive question
direct observation notes
ecological validity
ethnography
ethnographic fallary
ethnomethodology
external consistenry
field site

CONCLUSION

In this chapter, you learned about field research
and the field research process (choosing a site
and gaining access, relations in the field, observ-
ing and collecting data, and the field interview).
Field researchers begin data analysis and theo-
rizing during the data collection phase.
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focus group
go native
guiltyknowledge
internal consistency
jotted notes
member validation
naturalism
normalize social research
structural question
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INTRODUCTION

Some students find historical-comparative re-
search difficult and uninteresting because they
do not know much about various countries or
history which is often necessary to appreciate
this type ofresearch and studies that use it. They
may feel that historical-comparative studies are
beyond their immediate daily experiences and
not relevant. Yet, explaining and understanding
major events in the world around them-an at-
tack by terrorists, a nation going to war, the
source of racism, large-scale immigration, vio-
lence based on religious hatred, urban decay-
depend on historical-comparative research.

The classic social thinkers in the nineteenth
century such as Emile Durkheim, Karl Marx,
and Max Weber, who founded the social sci-
ences, used a historical and comparative
method. This method is used extensively in a few
areas of sociology (e.g., social change, political
sociology, social movements, and social stratifi-
cation) and has been applied in many others, as
well (e.g., religion, criminology, sex roles, race
relations, and family). Although much social re-
search focuses on current social life in one coun-
try, historical and/or comparative studies have
become more common in recent years.

Historical-comparative social research is a
collection of techniques and approaches. Some
blend into traditional history, others extend
quantitative social research. The focus of this
chapter is on the distinct type ofsocial research
that puts historical time and/or cross-cultural
variation at the center of research-that is, the
tlpe of research that treats what is studied as part
of the flow of history and situated in a cultural
context.

Research Questions Appropriate for
H istorical-Com pa rative Resea rch

Historical-comparative research is a powerful
method for addressing big questions: How did
major societal change take place? What funda-
mental features are common to most societies?
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Why did current social arrangements take a cer-
tain form in some societies but not in others?
For example, historical-comparative researchers
have addressed the questions ofwhat caused so-
cietal revolutions in China, France, and Russia
(Skocpol, 1979); how major social institutions,
such as medicine, have developed and changed
over two centuries (Starr, 1982); how basic social
relationships, such as feelings about the value of
children, change (Zelizer, 1985); how recent
changes in major cities, such as Newyork, Lon-
don, and Tokyo, reveal the rise ofa new global
urban system (Sassen, 2001), and, as the study
discussed in Chapter 2 by Marx (1998) asked,
why Brazi, South Africa, and the United States
developed different racial relations. I

Historical-comparative research is suited
for examining the combinations of social factors
that produce a specific outcome (e.g., civil war).
It is also appropriate for comparing entire social
systems to see what is common across societies
and what is unique. An H-C researcher may ap-
ply a theory to specific cases to illustrate its'use-
fulness. He or she brings out or reveals the
connections between divergent social factors or
groups. And, he or she compares the same social
processes and concepts in different cultural or
historical contexts. For example, Switzerland
and United States have been compared in terms
of the use of direct democracy and women's
right to vote. Similar forms of lcoal government
allowed direct democracy to spread in parts of
both countries (Kriesi and Wisler, 1999). Al-
though some U.S. states granted women to right
to vote in the 1800s, the Swiss women did not eet
the right to vote until 1990 because, unlike ihe
U.S. movement, the Swiss suffrage movement
believed in consensus politics and local auton-
omy and relied on government parties for direc-
tion (Banaszak, 1996).

Researchers also use the H-C method to
reinterpret data or challenge old explanations.
By asking different questions, finding new evi-
dence, or assembling evidence in a different way,
the H-C researcher raises questions about oid
explanations and finds support for new ones by
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interpreting the data in its cultural-historical
context.

Historical-comparative research can stren-
gthen conceptualization and theory building. By
looking at historical events or diverse cultural
contexts, a researcher can generate new concepts
and broaden his or her perspectives. Concepts
are less likely to be restricted to a single historical
time or to a single culture; they can be grounded
in the experiences of people living in specific cul-
tural and historical contexts.2

A difficulty in reading H-C studies is that
one needs a knowledge of the past or other cul-
tures to firlly understand them. Readers who are
familiar with onlytheir own cultures or contem-
porary times may find it difficult to understand
the H-C studies or classical theorists. For exam-
ple, it is difficult to understand Karl Marx's The
Communist Manifesto without a knowledge of
the conditions of feudal Europe and the world in
which Marx was writing. In that time and place,
serfs lived under severe oppression. Feudal soci-
ety included caste-based dress codes in cities and
a system of peonage that forced serfs to give a
large percent oftheir product to landlords. The
one and only Church had extensive landhold-
ings, and tight familial ties existed among the
aristocracy, landlords, and Church. Modern
readers might ask, Why did the serfs not flee if
conditions were so bad? The answer requires an
understanding of the conditions at the time. The
serfs had little chance to survive in European
forests living on roots, berries, and hunting.
Also, no one would aid a fleeing serf refugee be-
cause the traditional societies did not embrace
strangers, but feared them.

THE LOGIC OF HISTORICAL-
COMPARATIVE RESEARCH

The terms used for H-C research can be confus-
ing. Researchers may mean different things
when they say historical, comparative, and
historical-comparative. The key question is: Is

there a distinct historical-comparative method
and logic?

The Logic of Historical-Comparative
Research and Quantitative Research

Quantitativ e v ersus Historical-Comp arative
Research. One source of the confusion is that
both positivist quantitatively oriented and in-
terpretive (or critical) qualitatively oriented re-
searchers study historical or comparative issues.
Positivist researchers reject the idea that there is
a distinct H-C method. Theymeasure variables,
test hypotheses, analyze quantitative data, and
replicate research to discover generalizable laws
that hold across time and societies. They see
no fundamental difference between quantita-
tive social research and historical-comparative
research.

Most social research examines social life in
the present in a single nation-that of the re-
searcher. Historical-comparative research can be
organized along three dimensions: Is the focus
on what occurs in one nation, a small set of na-
tions, or many nations? Is the focus on a sin$e
time period in the past, across many years, or a
recent time period? Is the analysis based primar-
ily on quantitative or qualitative data?

The Logic of Historical-Comparative
Research and Interpretive Research

A distinct, qualitative historical-comparative
type of social research differs from the positivist
approach and from an extreme interpretive ap-
proach. Historical-comparative researchers who
use case studies and qualitative data may depart
from positivist principles. Their research is an
intensive examination of a liriiited number of
cases in which social meaning and context are
critical. Case studies, even on one nation, can be
very important. Case studies can elaborate his-
torical processes and specify concrete historical
details (see Box 12.1).

Scholars who adopt the positivist approach
to social science criticize the historical-compar-
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ln Women of the Klan, Kathleen Blee (1 99't) noted
that, prior to her research, no one had studied the
estimated 500,000 women in the largest racist,
right-wing movement in the United States. She sug-
gested that this may have been due to an assumption
that women were apolitical and passive. Her six years
of research into the unknown members of a secret
society over 60 years ago shows the ingenuity
needed in historical-sociological research.

Blee focused on the state of Indiana, where as
many as 32 percent of White Protestant women
were members of the Ku Klux Klan at its oeak in the
1 920s. In addition to reviewing published studies on
the Klan, her documentary investigation included
newspapers, pamphlets, and unpublished reports.
She conducted library research on primary and sec-
ondary materials at over half a dozen college, gov-
ernment, and historical l ibraries. The historical
photographs, sketches, and maps in the book give
readers a feel for the tooic.

Finding information was difficult. Blee did not have
access to membership l ists. She identif ied Klan
women by piecing together a few surviving rosters,
locating newspaper obituaries that identified women
as Klan members, scrutinizing public notices or anti-
Klan documents for the names of Klan women, and
interviewing surviving women of the Klan.

To locate suryivors 50 years after the Klan was
active, Blee had to be persistent and ingenious. She
mailed a notice about her research to every local
newspaper, church bulletin, advertising supplement,
historical society, and public l ibrary in Indiana. She
obtained 3 written recollections, i unrecorded in-
terviews, and I 5 recorded interviews. Most of her in-
formants were over age 80. They recalled the Klan as
an important part of their lives. Blee verified parts of
their memories through newspaper and other docu-
mentary evidence.

Membership in the Klan remains controversial. In
the interviews, Blee did not reveal her opinions about
the Klan. Although she was tested, Blee remained
neutral and did not denounce the Klan. She stated,
"My own background in Indiana (where I lived from
primary school through college) and white skin led
informants to assume-lacking spoken evidence to
the contrary-that I shared their worldview" (p. S).
She did not find Klan women brutal, ignorant, and
full of hatred. Blee got an unexpected response to a
question on why the women had joined the Klan.
Most were puzzled by the question. To them it
needed no explanation-it was just "a way of grow-
ing up" and "to get together and enjoy."

ative approach for using a small number of
cases. They believe that historical-comparative
research is inadequate because it rarely produces
probabilistic causal generalizations that they
take as indicating a "true" (i.e., positivist)
science.

Like interpretive field researchers, H-C re-
searchers focus on culture, try to see through the
eyes ofthose being studied, reconstruct the lives
of the people studied, and examine particular in-
dividuals or groups. An extremist interpretive
position says that an empathic understanding of
the people being studied is the sole goal of social
research. It takes a strict, idiographic, descriptive

approach and rejects causal statements, system-
atic concepts, or abstract theoretical models. In
the extremist interpretive approach, each social
setting is unique and comparisons are impossi-
ble.

A Distinct Historical-
Comparative Approach

The distinct historical-comparative research
method avoids the excesses of the positivist and
extreme interpretive approaches. It combines a
sensitivity to specific historical or cultural con-
texts with theoretical generalization. The logic
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and goals of H-C research are closer to those of
field research than to positivist approaches. The
following discussion describes similarities be-
tween H-C research and field research, and six
more unique features of historical-comparative
research (see Table 12.1).

Similorities to Field Research. First, both H-C
research and field research recognize that the re-
searcher's point ofview is an unavoidable part of

research. Both involve interpretation, which in-
troduces the interpreter's location in time, place,
and worldview. Historical-comparative research
does not try to produce a single, unequivocal set
ofobjective facts. Rather, it is a confrontation of
old with new or of different worldviews. It rec-
ognizes that a researcher's reading of historical
or comparative evidence is influenced by an
awareness of the past and by living in the
present.

summary of a comparison of Approaches to Research: The euaritative
versus Quantitative Distinction

Researcher's Include as an intergral part ofthe
perspective research process

Approach to data lmmersed in many details to acquire
understanding

Theory and data Grounded theory, dialogue between
data and concepts

Present findings Translate a meaning system

Action,/structure People construct meaning but within
structures

Laws,/generalization Limited generalizationsthatdepend on
context

Features of Distinct H-C Research Approach

Remove from research process

Precisely operationalize variables

Deductive theory compared with
empirical data

Test hypotheses

Social forces shape behavior

Discover universal, context-free laws

Evidence

Distortion

Human role

Causes

Micro./macro

Cross-contexts

Reconstructs from fragments and incomplete evidence

cuards against using own awareness of factors outside the social or historical
context

Includes the consciousness of people in a context and uses their motives as causal
factors

Sees cause as contingent on conditions, beneath the surface, and due to a
combination of elements

Compares whole cases and links the micro to macro levels or layers of social reality
Moves between concrete specifics in a context and across contexts for more
abstract comparisons



CHAPTER 12 , /

Second, both field and H-C research exam-
ine a great diversity of data. In both, the re-
searcher becomes immersed in data to gain an
empathic understanding of events and people.
Both capture subjective feelings and note how
everyday, ordinary activities signif important
social meaning.

The researcher inquires, selects, and focuses
on specific aspects of social life from the vast ar-
ray of events, actions, symbols, and words. An
H-C researcher organizes data and focuses at-
tention on the basis of evolving concepts. He or
she examines rituals and s).rnbols that dramatize
culture (e.g., parades, clothing, placement of ob-
jects, etc.) and investigates the motives, reasons,
and justifications for behaviors.

Third, both field and H-C researchers use
grounded theory. Theory usually emerges during
the process ofdata collection.

Next, in both field and H-C research the re-
searcher's meaning system frequently differs
from that ofthe people he or she studies, but he
or she tries to penetrate and understand their
point of view. Once the life, language, and per-
spective of the people being studied have been
mastered, the researcher "translates" it for others
who read his or her report.

Fifth, both field and H-C researchers focus
on process and sequence. Theysee the passage of
time and process as essential to how people con-
struct social reality. This is related to how both
are sensitive to an ever-present tension between
agency-the active moving fluid side of people
changing social reality-and r1t.161u1s-fhs
fixed regularities and patterns that shape social
life. For both qpes of research social reality si-
multaneously is what people create and some-
thing that imposes restrictions on human
choice.3

Sixth, generalization and theory are limited
in field and H-C research. Historical and cross-
cultural knowledge is incomplete and provi-
sional, based on selective facts and limited
questions. Neither deduces propositions or tests
hypotheses in order to uncover fixed laws. Like-
wise, replication is unrealistic because each re-
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searcher has a unique perspective and assembles
a unique body ofevidence. Instead, researchers
offer plausible accounts and limited generaliza-
tions.

Unique Features of Historical-Comparative
Research. Despite its many similarities to field
research, some important differences distinguish
H-C research. Research on the past and on an
alien culture share much in common, and what
they share distinguishes them from other
approaches.

First, H-C research usually relies on limited
and indirect evidence. Direct observation or in-
volvement by a researcher is often impossible.
An H-C researcher reconstructs what occurred
from the evidence, but cannot have absolute
confidence in the reconstruction. Historical evi-
dence depends on the survival of data from the
past, usually in the form of documents (e.g., let-
ters and newspapers). The researcher is limited
to what has not been destroyed and what leaves
a trace, record, or other evidence behind.

Historical-comparative researchers must
also interpret the evidence. Different people
looking at the same evidence often ascribe dif-
ferent meanings to it, so a researcher must re-
flect on evidence. An understanding of it based
on a first glance is rarely possible. To do this, a
researcher becomes immersed in and absorbs
details about a context. For example, a re-
searcher examining the family in the past or a
distant country needs to be aware of the full so-
cial context (e.g., the nature of work, forms of
communication, transportation technology,
etc.). He or she looks at maps and gets a feel for
the laws in effect, the condition of medical care,
and common social practices. For example, the
meaning of "a visit by a family member,, is af-
fected by conditions such as roads of dirt and
mud, the inability to call ahead of time, and the
lives of people who work on a farm with animals
that need constant watching.

A reconstruction ofthe past or another cul-
ture is easily distorted. Compared to the people
being studied, a researcher is usuallymo.. ur"ur.
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of events occurring prior to the time studied,
events occurring in places other than the loca-
tion studied, and events that occurred after the
period studied. This awareness gives the re-
searcher a greater sense of coherence than was
experienced by those living in the past or in an
isolated social setting that he or she guards
against in a reconstruction.

Historical-comparative researchers recog-
nize the capacity of people to learn, make deci-
sions, and act on what they learn to modiff the
course ofevents. For example, ifa group ofpeo-
ple are aware of or gain consciousness of their
own past history and avoid the mistakes of the
past, they may act consciously to alter the course
of events. Of course, people will not necessarily
learn or act on what they have learned, and if
they do act they will not necessarily be suc-
cessfirl. Nevertheless, people's capacity to learn
introduces indeterminacy into historical-
comparative explanations.

An H-C researcher wants to find out
whether people viewed various courses of action
as plausible. Thus, the worldview and knowledge
ofthe people under study shaped what they saw
as possible or impossible ways to achieve goals.
The researcher asks whether people were con-
scious of certain things. For example, if an army
knew an enemy attack was coming and so de-
cided to cross a river in the middle of the night,
the action "crossing the river" would have a dif-
ferent meaning than in the situation where the
army did not know the enemy was approaching.

A historical-comparative researcher inte-
grates the micro (small-scale, face-to-face inter-
action) and macro (large-scale social structures)
levels. The H-C researcher describes both levels
or layers ofreality and links them to each other.
For example, an H-C researcher examines the
details of individual biographies by reading di-
aries or letters to get a feel for the individuals:
the food they ate, their recreational pursuits,
their clothing, their sicknesses, their relations
with friends, and so on. He or she links this
micro-level view to macro-level processes: in-
creased immigration, mechanization of produc-

tion, proletarianization, tightened labor mar-

kets, and the like.
Historical-comparative researchers shift be-

tween details of specific context and making a

general comparison. A researcher examines spe-

cific contexts, notes similarities and differences,

then generalizes. Comparative researchers com-

pare across cultural-geographic units (e.9., ur-

Lun ur.ur, nations, societies, etc.).4 Historical

researchers investigate past contexts, usually in

one culture (e.g., periods, epochs, ages' eras'

etc.), for sequence and comparison. Of course' a

researcher can combine both to investigate mul-

tiple cultural contexts in one or more historical

contexts. Yet, each period or society has its

unique causal processes, meaning systems, and

social relations, which may lack equivalent ele-

ments across the units. This produces a creative

tension between the concrete specifics in a con-

text and the abstract ideas a researcher uses to

make links across contexts'
The use of transcultural concepts in com-

parative analysis is analogous to the use of tran-

shistorical ones in historical research.) In

comparative research, a researcher translates the

specifics of a context into a common, theoretical

language. In historical research, theoretical con-

cepts are applied across time.

STEPS IN A HISTORICAL-
COMPARATIVE RESEARCH
PROf ECT

In this section, we turn to the process of doing
H-C research. Conducting historical-compara-
tive research does not involve a rigid set ofsteps
and, with only a few exceptions, it does not use
complex or specialized techniques.

Conceptualizing the Object of Inquiry

An H-C researcher begins by becoming familiar
with the setting and conceptualizingwhat is be-
ing studied. He or she may start with a loose
model or a set of preliminary concepts and apply
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them to a specific setting. The provisional con-
cepts contain implicit assumptions or organiz-
ing categories to "package" observations and
guide a search through evidence.

If a researcher is not already familiar with
the historical era or comparative settings, he or
she conducts an orientation reading (reading
several general works). This will help the re-
searcher grasp the specific setting, assemble or-
ganizing concepts, subdivide the main issue, and
develop lists of questions to ask. It is impossible
to begin serious research without a framework
of assumptions, concepts, and theory. Concepts
and evidence interact to stimulate research. For
example, Skocpol (1979) began her study ofrev-
olution with puzzles in macro-sociological the-
ory and the histories of specific revolutions. The
lack of fit between histories of revolutions and
existing theories stimulated her research.

Locating Evidence

Next, a researcher locates and gathers evidence
through extensive bibliographic work. A re-
searcher uses many indexes, catalogs, and refer-
ence works that list what libraries contain. For
comparative research, this means focusing on
specific nations or units and on particular kinds
of evidence within each. The researcher fre-
quently spends many weeks searching for
sources in libraries, travels to several different
specialized research libraries, and reads dozens
(if not hundreds) of books and articles. Com-
parative research often involves learning one or
more foreign languages.

As the researcher masters the literature and
takes numerous detailed notes, he or she com-
pletes many specific tasks: creating a bibliogra-
phy list (on cards or computer) with complete
citations, taking notes that are neither too
skimpy nor too extensive (i.e., more than one
sentence but less than dozens of pages of
quotes), leaving margins on note cards for
adding themes later on, taking all notes in the
same format (e.g., on cards, paper, etc.), and de-
veloping a file on themes or working hypotheses.
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A researcher adjusts initial concepts, questions,
or focus on the basis of what he or she discovers
in the evidence and considers a range ofresearch
reports at different levels ofanalysis (e.g., general
context and detailed narratives on specific
topics).

Evaluating Quality of Evidence

The H-C researcher gathers evidence with two
questions in mind: How relevant is the evidence
to emerging research questions and evolving
concepts? How accurate and strong is the
evidence?

As the focus of research shifts, evidence that
was not relevant can become relevant. Likewise,
some evidence maystimulate newavenues ofin-
quiryand a search for additional confirming ev-
idence. An H-C researcher reads evidenci for
three things: the implicit conceptual frame-
works, particular details, and empirical general-
izations. He or she evaluates alternative
interpretations of evidence and looks for ,.si-

lences," or cases where the evidence fails to ad-
dress an event, topic, or issue. For example,
when examining a group of leading male mer-
chants in the 1890s, a researcher finds that tne
evidence and documents about them ignore
their wives and many servants.

Organizing Evidence

As a researcher gathers evidence and locates new
sources, he or she begins to organize the data.
Obviously, it is unwise to take notes madly and
let them pile up haphazardly. A researcher be-
gins a preliminary analysis by noting low-level
generalizations or themes. Next, a researcher or-
ganizes evidence, using theoretical insights to
stimulate newways to organize data and for new
questions to ask ofevidence.

The interaction of data and theory means
that a researcher goes beyond a surface examina-
tion ofthe evidence to develop new concepts by
critically evaluating the evidence based on the-
ory. For example, a researcher reads a mass of
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evidence about a protest movement. The pre-
liminary analysis organizes the evidence into a
theme: People who are active in protest interact
with each other and develop shared cultural
meanings. He or she examines theories of cul-
ture and movements, then formulates a new
concept: "oppositional movement subculture. "
The researcher then uses this concept to reexun-
ine the evidence.

Synthesizing

The next step is is to synthesize evidence. Once
most of the evidence is in, the researcher refines
concepts, creates new ones, and moves toward a
general explanatory model. Concrete events in
the evidence give meaning to new concepts. The
researcher looks for patterns across time or
units, and draws out similarities and differences
with analogies. He or she organizes divergent
events into sequences and groups them together
to create a larger picture. Plausible explanations
are then developed that subsume both concepts
and evidence into a coherent whole. The re-
searcher then reads and rereads notes and sorts
and resorts them into piles or files on the basis of
organizingschemes. He or she looks for links or
connections while looking at the evidence in dif-
ferent ways.

Synthesis links specific evidence with an ab-
stract model of underlying relations or causal
mechanisms. Researchers may use metaphors.
For example, mass frustration leading to a revo-
lution is "like an emotional roller coaster drop"
in which things seem to be getting better, and
then there is a sudden letdown after expectations
have risen very fast. The models are sensitizing
devices.

Writing a Report

Assembling evidence, arguments, and conclu-
sions into a report is always a crucial step, but
more than in quantitative approaches, the care-
ful crafting of evidence and explanation makes
or breaks H-C research. A researcher distills

mountains of evidence into exposition and pre-
pares extensive footnotes. She or he must also
weave together the evidence and arguments to
communicate a coherent, convincing picture or
"tell a story''to readers.

DATA AND EVIDENCE IN
HISTORICAL CONTEXT

Types of Historical Evidence

First, some terms need clarification. History
means the events of the past (e.g., it is historythat
the French withdrew troops from Vietnam), a
record of the past (e.g., a history of French in-
volyement in Vietnam), and a discipline that
studies the past (e.g., a department of history).
Historiography is the method of doing historical
research or of gatherin g and analyzing historical
evidence. Historical sociology is a part of histor-
ical-comparative research.

Researchers draw on four types ofhistori-
cal evidence or data: primary sources, secondary
sources, running records, and recollections.6
Traditional historians rely heavily on primary
sources. H-C researchers often use second-
ary sources or the different data types in
combination.

Primary Sources. The letters, diaries, newspa-
pers, movies, novels, articles of clothing, pho-
tographs, and so forth of those who lived in the
past and have survived to the present are
primary sources. They are found in archives (a
place where documents are stored), in private
collections, in family closets, and in museums
(see Box 12.2). Today's documents and objects
(our letters, television programs, commercials,
clothing, automobiles) will be primary sources
for future historians. An example of a classic pri-
mary source is a bundle of yellowed letters writ-
ten by a husband away at war to his wife and
found in an attic by a researcher.

Published and unpublished written docu-
ments are the most important type of primary
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The archive is the main source for primary historical
materials. Archives are accumulations oidocumen_
tary materials (papers, photos, letters, etc.) in pri_
vate col lect ions,  museums, l ibrar ies,  or ' formal
archives.

Location and Access
Finding whether a collection exists on a topic, orga_
nization, or individual can be a long, frustrating tisk
of many letters, phone calls, and referrals. lf thi ma_
terial on a person or topic does exist, it mav be scat_
tered in multiple locations. Caining ..1"r, ,uy
depend on an appeal to a family ,"r-b"r', kindness
for private collections or traveling to distant libraries
and verifying one's reason for examining many dusty
boxes of old letters. Also, the ,"r"..J", mav dis_
cover limited hours (e.g., an archive is open only four
days a week from I 0 n.v. to 5 e.v., but the re_
searcher needs to inspect the material for 40
hours).

Sorting and Organization
Archive material may be unsorted or organized in a
variety of ways. The organization may reflect criteria
that are unrelated to the researcherls interests. For
exa.mple, letters and papers may be in chronological
order, but the researcher is interested only in let--ters
to four professional colleagues over three decades,
not daily bills, family correspondence, and so on.

Technolory and Control
Archival materials may be in their original form, on
mrcrotorms, or, more rarely, in an electronic form. Re_
searchers may be allowed only to take notes, not
make copies, or they may be aliowed only to see se_
lect parts of the whole collection. Reselrchers be_
come frustrated with the limitations of having to read
dusty papers in one specific room and being"allowed
only to. take notes by pencil for the few ho-urs a oay
the archive is open to the public.

Tracking and Tracing
One of the most difiicult tasks in archival research is
tracing common events or persons through the ma_
terials. Even if all material is in one location, the same
event or relationship may appear in several places in
many torms. Researchers sort through mounds ofpa_
per to find bits of evidence here anJ there.

Drudgery, Luck, and Serendipity
Archival research is often painstaking slow. Spending
many hours pouring over partially legible documents
can be very tedious. Also, researchers will often dis_
cover holes in collections, gaps in a series of papers, or
destroyed documents. yet, careful reading and in_
spection of previously untouched material-can yield
startling new connections or ideas. The researcher"may
discover unexpected evidence that opens new lines of
inquiry (see Elder et al., 1 993, and Hill, 1 9g3\.

source. Researchers find them in their original
form or preserved in microfiche or on film. ihey
are often the only surviving record of the words,
th_oughts, and feelings of people in the past.
Written documents are helpful for studying so_
cieties and historical periods with writing and
Iiterate people. A frequent criticism ofliitten
sources is that they were largely written by elites
or those in official organizations; thus, the views
of the illiterate, the poor, or those outside official
social institutions maybe overlooked. For exam_

ple, it was illegal for slaves in the United States to
read or write, and thus written sources on the
experience of slavery have been indirect or diffi_
cult to find.

The written word on paper was the main
medium of communication prior to the wide_
spread use of telecommunications, computers,
and video technology to record evenis and
ideas. In fact, the spread of forms of communi_
cation that do not leave a permanent physical
record (e.g., telephone conversations, co-mputer
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records, and television or radio broadcasts)' and

which have largely replaced letters, written

ledgers, and newipapers, may make the work of

future historians more difficult.

Secondary Sources. Primary sources have re-

alism and authenticity, but the practical limita-

tion of time can restrict research on many

primary sources to a narrow time frame or loca-

iion. To get a broader picture, many H-C re-

searchers use secondary sources' the writings of

specialist historians who have spent years study-

ing primary sources.

Running Recorils. Running records consist of

files or eixisting statistical documents maintained

by organizations' An example of a running

,"cotd is a file in a country church that contains

a record of every marriage and every death from

1910 to the Present.

Recollections. The words or writings of indi-

viduals about their past lives or experiences
based on memory arc recollections' These can be

in the form of memoirs, autobiographies, or in-

terviews. Because memory is imperfect, recollec-

tions are often distorted in ways that primary

sources are not. For example, Blee (1991) inter-

viewed a woman in her late eighties about being

in the Ku Klux Klan (see Box 12'l).
In gathering oral history, a type of recollec-

tion, a iesearcher conducts unstructured inter-

views with people about their lives or events in

the past. This approach is especially valuable for

ttottilit. groups or the illiterate. The oral history

technique began in the 1930s and now has a pro-

fessional association and scholarly journal de-

voted to it.

Research with Secondary Sources

lJses and.Limitations, Social researchers often

use secondary sources) the books and articles

written by historians, as evidence of past condi-

tions.T Secondary sources have limitations and

need to be used with caution.

Limitations of secondary historical evidence

include problems of inaccurate historical ac-

counts and a lack ofstudies in areas ofinterest'

Such sources cannot be used to test hypotheses'

Post facto (after-the-fact) explanations cannot

meet positivist criteria of falsifiability, because

few statistical controls can be used and replica-

tion is impossible' Yet' historical research by

others plays an important role in developing

eeneralixplanations' among its other uses' For

!"u-pl., iuch research substantiates the emer-

gence and evolution of tendencies over time'

Potential Problems. The many volumes of

secondary sources present amau,e of details and

interpretations for an H-C researcher' He or she

musi transform the mass of descriptive studies

into an intelligible picture that is consistent with

the richness of the evidence. It also must bridge

the many specific time periods or locales' The re-

searcher faces potential problems with sec-

ondary sources.
One problem is that historians rarely pre-

sent theory-free, objective "facts'" They implic-

itly frame raw data, categorize information,.and

shape evidence using concepts' The historian's

concepts are a mixture drawn from journalism'

the language ofhistorical actors, ideologies, phi-

losoph!, eieryday language in the-present' and

social science. Most are vague, applied inconsis-

tently, and not mutually exclusive nor exhaus-

tive. For example, a historian describes a group

of people in a nineteenth-centurytown as upper

.luir, brrt n"rr"r defines the term and fails to link

it to any theory of social classes' The historian's

implicii theories constrain the evidence and the

soc^ial researcher may be looking for evidence for

explanations that are contrary to ones implicitly

being used by historians in secondary sources'

ilistorians also select some information

from all possible evidence. Yet, the H-C re-

searcher does not know how this was done'

Without knowing the selection process, a histor-

ical-comparative researcher must rely on the

historian's judgments, which can contain bi-

ases.8 For example, a historian reads 10'000
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pages of newspapers, letters, and diaries, then
boils down this information into summaries and
selected quotes in a 100-page book. An H-C re-
searcher does not know whether information
that the historian left out is relevant for his or
her purposes.

The typical historian's research practice also
introduces an individualist bias. A heary reliance
on primary sources and surviving artifacts com-
bines with an atheoretical orientation to pro-
duce a narrow focus on the actions of snecific
people. This particularistic, micro-level view di-
rects attention away from integrating themes or
patterns. This emphasis on the documented ac-
tivities of specific individuals is a tlpe of theoret-
ical orientation.e

Another problem is in the organization of
the evidence. Tradional historians organize evi-
dence as a narrative history. This compounds
problems of undefined concepts and the selec-
tion of evidence. In the historiial narrative. ma-
terial is chronologically organized around a
single coherent "story." Each part of the story is
connected to each other part by its place in the
time order of events. Together, all the parts form
a unity or whole. Conjuncture and contingency
are key elements of the narrative form-that is.
if X (or X plus Z) occurred, then ywould occur,
and if X (or X plus Z) had not occurred, some-
thing else would have followed. The contingency
creates a logical interdependenry between ear-
lier and later events.

A difficulty of the narrative is that the pri-
mary organizing tool-time order or position in
a sequence of events-does not denote theoreti-
cal or historical causality. In other words, the
narrative meets only one of the three criteria for
establishing causality-that of temporal order.
Moreover, narrative writing frequently obscures
causal processes. This occurs when a historian in-
cludes events in the narrative to enrich the back-
ground or context, to add color, but that have no
causal significance. Likewise, he or she presents
events with a delayed causal impact, or events
that are temporarily "on hold" with a causal im-
pact occuring at some unspecified later time.
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Also, narratives rarely explicitly indicate
how combination or interaction efiecis operate,
or the relative size of different factors. Foi am-
ple, the historian discusses three conditions as
causing an event. Yet, rarely do readers know
which is most important or whether all three
conditions must operate together to have a
causal impact, but no two conditions alone. or
no single condition alone, creates the same
impact.io

The narrative organization creates difficul-
ties for the researcher using secondary sources
and creates conflicting findings. The H-C re-
searcher must read though weak concepts, un-
known selection criteria, and uncleai casual

' logic. Theory may reside beneath the narrative
but it remain implicit and hidden.

Two last problems are that a historian is
influenced by when he or she is writing and
historiographic schools. Various schools of frir_
toriography (e.g., diplomatic, demographic,
ecological, psychological, Marxist, intelleitual,
etc.) have their own rules for seeking evidence
and asking questions, and they give priority to
certain types of explanatory factors. Likewise, a
historian writing today will examine primary
materials differently from how those writing in
the past, such as 1920s, did.

Research with Primary Sources

The historian is the major issue when using sec-
ondary sources. When using primary ro.r...r,
the biggest concern is that only a fraction of
everything written or used in the past has sur-
vived into the present. Moreover, what survived
is a nonrandom sample of what once existed.

Historical-comparative researchers attempt
to read primary sources with the eyes and as-
sumptions of a contemporary who lived in the
past. This means "bracketing," or holding back
knowledge of subsequent events and modern
v-alues. For example, when reading a source pro-
duced by a slave holder, moralizing against slav-
ery or faulting the author for not seeing its evil is
not worthwhile. The H-C researcher holds back
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moral judgments and becomes a moral relativist
while reading primary sources'

Another problem is that locating primary

documents is a time-consuming task. A re-

searcher must search through specialized in-

dexes and travel to archives or specialized
libraries. Primary sources are often located in a

dusty, out-of-the*way room fulI of stacked card-

board boxes containing masses of fading docu-
ments. These may be incomplete, unorganized,
and in various stages of decay. Once the docu-

ments or other primary sources are located, the

researcher evaluates them by subjecting them to

external and internal criticism (see Figure 12'1)'
External criticism means evaluating the au-

thenticity of a document itself to be certain that

it is not a fake or a fotgery- Criticism involves
asking: Was the document created when it is

claimed to have been, in the place where it was

supposed to be, and by the person who claims to

be iis author? Why was the document produced
to begin with, and how did it survive?

Once the document passes as being authen-
tic, a researcher uses internal criticism, an exam-
ination of the document's contents to establish
credibility. A researcher evaluates whether what

is recorded was based on what the author di-

rectly witnessed or is secondhand information'
This requires examining both the literal mean-

ing of what is recorded and the subtle connota-
tions or intentions. The researcher notes other

events, sources, or people mentioned in the doc-

ument and asks whether they can be verified' He

or she examines implicit assumptions or value

positions, and the relevant conditions under

*tri.tt the document was produced is noted
(e.g., during wartime or under a totalitarian

reglme). The researcher also considers language

usage at the time and the context of statements

within the document to distill a meaning'
In an H-C study of Chinese migrant net-

works in Peru, Chicago, and Hawaii early in the

twentieth century, McKeown (2001) used both

primary and secondary historical sources and

running records. He considered events over

nearly a century of history and in three nations,

and everything from major international events

and national laws to individual family biogra-

phies. He relied on secondary sources.for major

national or international events' Although his

study was primarily historical and qualitative, he

also examined quantitative data from running

records and provided graphs, charts, and tables

of statistics. His evidence also included geo-

graphic maps and photogra-phs, quotes from

1gg-ysar-old telegrams' official government

documents, original newspaper reports' and se-

lections from personal letters in three languages'

By comparing Chinese migrants over a- long his-

torical period and in divergent social-cultural

settings, he could trace the formation and oper-

ation 
-of 

transnational communities and social

FIcURE 1 2.1 Internaland External Cri t ic ism
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identities. He learned that networks with links
backto villages in China and crossing several na-
tional borders helped to sustain a vibrant, inter-
acting community. The network was held
together by social relations from the village of
origin, clan, family, business transactions, and
shared language and customs. One of McKe-
own's major arguments is that a perspective
based solely on nations can limit a researcher,s
ability to see a social communitythat is transna-
tional and the hybrid of multiple cultures. Many
aspects of the transnational community devel-
oped in reaction to specific interactions that oc-
curred locally.

COMPARATIVE RESEARCH

Types of Comparative Research

A Comparative Method. Comparative re-
search is more of a perspective or orientation
than a separate research technique. In this sec-
tion, we consider its strengths.

Problems in other tlpes of research are
magnified in a comparative study.il Holt and
Turner (1970:6) said, "In principle, there is no
difference between comparative cross-cultural
research and research conducted in a single soci-
ety. The differences lie, rather, in the masnitude
of certain tlpes of problems." A comparative
perspective exposes weaknesses in research de-
sign and helps a researcher improve the quality
of research. The focus of comparative research is
on similarities and differences between units.

Comparative research helps a researcher
identift aspects of social life that are general
across units (e.g., cultures), as opposed to being
limited to one unit alone. AII researchers want to
generalize to some degree. Positivist researchers
are interested in discovering general laws or pat-
terns ofsocial behavior that hold across societies.
But most positivist research is not comparative.

The comparative orientation i^mproves
measurement and conceptualization. Concepts
developed by researchers who conduct research
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across several social units or settings are less
likely to apply only to a specific culture or set-
ting. It is difficult for a researcher to detect hid_
den biases, assumptions, and values until he or
she applies a concept in different cultures or ser_
tings. Different social settings provide a wider
range ofevents or behavior, and the range in one
culture is usually narrower than for huinan be-
havior in general. Thus, research in a single cul_
ture or setting focuses on a restricted range of
possible social activity. For example, twi re-
searchers, Hsi-Ping and Abdul, examine the re-
lationship between the age at which a child is
weaned and the onset of emotional problems.
Hsi-Ping looks only at U.S. data, which show a
range from 5 to 15 months at weaning, and indi_
cate that emotional problems increase steadily as
age ofweaning increases. She concludes that iate
weaning causes emotional problems. Abdul
looks at data from 10 cultures and discovers a
range from 5 to 36 months at weaning. He finds
that the rate of emotional problems rises with
age- of weaning until 18 months; it then peaks
and falls to a lower level. Abdul arrives at more
accurate conclusions: Emotional problems are
likely for weaning between the agei of 6 and,24
months, but weaning either earlier or later re-
duces the chances of emotional problems. Hsi-
Ping reached false conclusions about tne
relationship because of the narrow range of
weaning age in the United States.

The way comparative research raises new
questions and stimulates theory building is a
major strength. For example, Lamont (ZOOO)
compared samples of blue-collar and lower_
white-collar workers in France and the United
States fortheir justifications and forms of argu_
ment used to explain racial differences. She drew
random samples from telephone directories of
Whites and Blacks in the suburbs of paris and
NewYork City and interviewed respondents for
two hours. Lamont found that the arguments of
racists and antiracists alike differed widely be-
tween France and the United States. people use
arguments and rationales closely tied to the
dominant cultural themes of their society. For



318 PART THREE /  coNDUcrlNc QUALITATIvE RESEARcH

example, in the United States, there is a long his-

tory of using biological inferiority to explain

racial differences. This declined greatlybut it still

exists, yet such a rationale is absent in France' In

the United States, the market has near-sacred

status and both racist and antiracists frequently

used the market and personal economic success

in their arguments, but the market factor was

absent in Fiance because it is not viewed as a fair

and efficient mechanism for allocating re-

sources. The French use cultural arguments'

egalitarianism, and the universality of-all hu-

rians much more than Americans. In fact, the

idea of a fundamental equality among all human

beings was nearly absent among the justifica-

tions given in the United States. Such a discrep-

ancy siimulates researchers to seek explanations
for ihe relationship and to develop new research

questions.
Comparative research also has limitations'

It is more difficult, more costly, and more time

consuming than research that is not compara-

tive. The types ofdata that can be collected and

problems with equivalence (to be discussed) are

also frequent Problems.
Another limitation is the number of cases'

Comparative researchers can rarely use random

,u*piittg. Sufficient information is not available

for att oi the approximately 150 nations in the

world. It is unavailable for a nonrandom subset

(poor countries, nondemocratic countries, etc')'

in addition, can a researcher treat all nations as

eaual units when some have over a billion peo-

ple and others only 100,000? The small number

of""tat creates a tendenry for researchers to par-

ticularize and see each case as unique, limiting

generalization. For example, a researcher exam-

ines firre cases (e.g., countries), but the units dif-

fer from each other in 20 ways. It is difficult to

test theory or determine relationships when

there are more different characteristics than

units.
A third limitation is that comparative re-

searchers can apply, not test, theory' and can

make only limited generalizations. Despite the

abilitv to use and consider cases as wholes in

H-C research, rigorous theory testing or exp€ri-

mental research is rarelypossible' For example' a

researcher interested in the effects of economic

recessions cannot cause one group ofcountries

to have a recession while others do not' Instead'

the researcher waits until a recession occurs and

then looks at other characteristics ofthe country

or unit.

The Units Being ComPared

Culture versus Nation. For convenience' com-

parative researchers often use the nation-state as

iheir unit of analysis. The nation-state is the ma-

ior unit used in ittittkittg about the divisions of

people across the globe today. Although-it is a

dominant unit in current times, it is neither an

inevitable nor a permanent one; in fact' it has

been around for only about 300 years'

The nation-state is a socially and politically

defined unit. In it, oni: government has sover-

eignty (i.e', military control and political author-

itil *t populated territory. Economic relations

(e.g., currency, ttade, etc'), transportation

routes, and communication systems are lnte-

srated within territorial boundaries' The people

6f tn" territory usually share a common lan-

guage and customs, and there is usually a com-

iroi 
"ducutional 

system, legal system, and set of

political symbols (e.g., flag' national anthem'

it..). fn. government claims to represent the in-

terests of all people in the territory under its

control.
The nation-state is not the only unit for

comparative research' It is frequently asulrogate

for ci.rlture, which is more difficult to define as a

concrete, observable unit. Culture refers to a

common identity among people based on

shared social relations, beliefs, and technology'

Cultural differences in language, customs, tradi-

tions, and norms often follow national lines' In

fact, sharing a common culture is a major factor

causing the formation of distinct nation-states'
The boundaries of a nation-state may not

match those of a culture. In some situations' a

single culture is divided into several nations; in
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other cases, a nation-state contains more than
one culture. Over the past centuries, boundaries
between cultures and distinct vibrant cultures
have been destroyed, rearranged, or diffr-rsed as
territory around the world was carved into
colonies or nation-states by wars and conquest.
For instance, European empires imposed arbi-
trary boundaries over several cultural groups in
nations that were once colonies. Likewise, new
immigrants or ethnic minorities are not always
assimilated into the dominant culture in a na-
tion. For example, one region of a nation may
have people with a distinct ethnic backgrounds,
languages, customs, religions, social institutions,
and identities (e.g., the province of Quebec in
Canada). Such intranational cultures can create
regional conflict, since ethnic and cultural iden-
tities are the basis for nationalism.

The nation-state is not always the best unit
for comparative research. A researcher should
ask What is the relevant comparative unit for my
research question-the nation, the culture, a
small region, or a subculture? For example, a re-
search question is: Are income level and divorce
related (i.e., are higher-income people less likely
to divorce?)? A group of people with a distinct
culture, language, and religion live in one region
of a nation. Among them, income and divorce
are not related; elsewhere in the nation, however,
where a different culture prevails, income and di-
vorce are related. Ifa researcher uses the nation-
state as his or her unit, the findings could be
ambiguous and the explanation weak. Instead of
assuming that each nation-state has a common
culture, a researcher may find that a unit smaller
than the nation-state is more appropriate.

Galton's Problem. The issue of the units of
comparison is related to a problem named after
Sir Francis Galton (1822-l9Il). When re-
searchers compare units or their characteristics,
they want the units to be distinct and separate
from each other. If the units are not different but
are actually the subparts ofa larger unit, then re-
searchers will find spurious relationships. For
example, the units are the states and provinces in
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Canada, France, and the United States; a re-
searcher discovers a strong association between
speaking English and having the dollar as cur-
renry, or speaking French and using the franc as
currency. Obviously, the association exists be-
cause the units of analysis (i.e., states or
provinces) are subparts of larger units (i.e., na-
tions). The features of the units are due to their
being parts oflarger units and not to any rela-
tionship among the features. Social geographers
also encounter this because many social and cul-
tural features diffuse across geographic space.

Galton's problem is an important issue in
comparative research because cultures rarely have
clear, fixed boundaries. It is hard to say where one
culture ends and another begins, whether one
culture is distinct from another, or whether the
features of one culture have diffirsed to another
over time. Galton's problem occurs when the re-
lationship between two variables in two different
units is actually due to a common origin, and they
are not truly distinct units (see Figare 12.2).

Galton's problem originated with regard to
comparisons across cultures, but it applies to
historical comparisons also. It arises when a re-
searcher asls whether units are really the same
or different in different historical periods. For
example, is the Cuba of 1875 the same country
as the Cuba of 2005? Do 130 years since the end
of Spanish colonialism, the rise of U.S. influence,
independence, dictatorship, and a communist
revolution fundamentally change the unit?

Data in Cross-Cultural Research

Comparative Field Research. Comparative re-
searchers use field research and participant ob-
servation in cultures other than their own.
Anthropologists are specially trained and pre-
pared for this type ofresearch. The exchange of
methods between anthropological and field re-
search suggests that there are small differences
between field research in one's own society and
in another culture. Field research in a different
culture is usually more difficult and places more
requirements on the researcher.
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Galton's problem occurs when a researcher
observes the same social relationship (represented
by X) in different settings or societies
(represented as A, B, and C) and falsely concludes
that the social relationship arose independently in
these different places. The researcher may believe
he or she has discovered a relationship in three
separate cases. But the actual reason for the
occurrence ofthe social relation may be a shared
or common origin that has diffused from one
setting to others. This is a problem because the
researcher who finds a relationship (e.g., a marriage
pattern) in distinct settings or units of analysis
(e.g., societies) may believe it arose independently
in different units. This belief suggests that the
relationship is a human universal. The researcher
may be unaware that in fact it exists because
people have shared the relationship across units.

Existing Sources of Qualitative Datq. Com-
parative researchers can use secondary sources.
For example, a researcher who conducts a com-
parative study of the Brazilian, Canadian, and
fapanese educational systems can read studies by
researchers from many countries, including
Brazil, Canada, and |apan, which describe the
education systems in the three nations.

There may have been 5,000 different cui-
tures throughout human historyi about 1,000 of

them have been studied by social researchers. A
valuable source of ethnographic data on differ-
ent cultures is the Human Relations Area Files
(HRAF) and the related Ethnographic Atlas.tz
The HRAF is a collection of field research re-
ports that bring together information from
ethnographic studies on various cultures, most
of which are primitive or small tribal groupings.
Extensive information on nearly 300 cultures
has been organized by social characteristics or
practices (e.g., infant feeding, suicide, childbirth,
etc.). A study on a particular culture is divided
up, and its information on a characteristic is
grouped with that from other studies. This
makes it easy to compare many cultures on the
same characteristic. For example, a researcher
interested in inheritance can learn that of 159
different cultures in which it has been studied,
119 have a patrilineal form (father to son), 27
matrilineal (mother to daughter), and 13 mixed
inheritance.

Researchers can use the HRAF to studyrela-
tionships among several characteristics of differ-
ent cultures. For example, to find out whether
sexual assault against women, or rape, is associ-
ated with patriarchy (i.e., the holding of power
and authority by males), a researcher can exam-
ine the presence of sexual assault and the
strength of patriarchy in many cultures.

Using the HRAF does have limitations,
however. First, the quality of the original re-
search reports depends on the initial researcher's
length of time in the field, familiarity with the
language, and prior experience, as well as on the
explicitness of the research report. Also, the
range of behavior observed by the initial re-
searcher and the depth of inquiry can vary. In
addition, the categorization of characteristics in
the HRAF can be crude. Another limitation in-
volves the cultures that have been studied. West-
ern researchers have made contact with and
conducted field research on a limited number of
cultures prior to these cultures' contact with the
outside world. The cultures studied are not a
representative sample of all the human cultures
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that existed. In addition, Galton's problem (dis-

cussed earlier) can be an issue.

Cross-National Survey Research. Survey re-
search was discussed in a previous chapter. This
section examines issues that arise when a re-
searcher uses the survey technique in other cul-
tures. The limitations of a cross-cultural survey
are not different in principle from those of a sur-
vey within one culture. Nevertheless, they are
usually much greater in magnitude and severity.

Survey research in a different culture re-
quires that the researcher possess an in-depth
knowledge of its norms, practices, and customs.
Without such an in-depth knowledge, it is easy
to make serious errors in procedure and inter-
pretation. Knowing another language is not
enough. A researcher needs to be multicultural
and thoroughly know the culture in addition to
being familiar with the survey method. Substan-
tial advance knowledge about the other culture
is needed prior to entering it or planning the
survey. Close cooperation with the native people
ofthe other culture is also essential.

A researcher's choice of the cultures or na-
tions to include in a cross-cultural survey should
be made on both substantive (e.g., theoretical'
research question) and practical grounds. Each
step ofsurvey research (question wording, data
collection, sampling, interviewing, etc.) must be
tailored to the culture in which it is conducted.
One critical issue is how the people from the
other culture experience the survey. In some cul-
tures, the survey and interviewing itself maybe a
strange, frightening experience, analogous to a
police interrogation.

Sampling for a survey is also affected by the
cultural context. Comparative survey re-
searchers must consider whether accurate sam-
pling frames are available, the quality of mail or
telephone service, and transportation to remote
rural areas. They need to be aware of such factors
as how often people move, the tipes of dwellings
in which people live, the number of people in a
dwelling, the telephone coverage, or typical rates
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of refusal. Researchers must tailor the sampling
unit to the culture and consider howbasic units,
such as the family, are defined in that culture.
Special samples or methods for locating people
for a sample maybe required.

Questionnaire writing problems in the re-
searcher's own culture are greatly magnified
when studying a different culture. A researcher
needs to be especially sensitive to question word-
ing, questionnaire length, introductions, and
topics included. He or she must be aware of local
norms and of the topics that can and cannot be
addressed by survey research. For example, open
questions about political issues, alcohol use, reli-
gion, or sexuality may be taboo. In addition to
these cultural issues, translation and language
equivalency often pose serious problems (see
Equivalence in Historical-Comparative Re-
search). Techniques such as back translation (to
be discussed) and the use of bilingual people are
helpfi:I, but often it is impossible to ask the exact
same question in a different language.

Interviewing requires special attention in
cross-cultural situations. Selection and training
of interviewers depends on the education,
norns, and etiquette of the other culture. The
interview situation raises issues such as norms of
privacy, ways to gain trust, beliefs about confi-
dentiality, and differences in dialect. For exam-
ple, in some cultures, an interviewer must spend
a day in informal discussion before achieving the
rapport needed for a short formal interview.

Existing Sources of Quantitative Data. Quan-
titative data for many variables are available for
different nations. In addition, large collections
of quantitative data have been assembled. They
gather information on many variables from
other sources (e.g., newspaper articles, official
government statistics, United Nations reports).

There are significant limitations on existing
cross-national data, many of which are shared
byother existing statistics. The theoretical defin-
ition of variables and the reliability of data col-
lection can vary dramatically across nations,
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Missing information is a frequent limitation. In-
tentional misinformation in the official data
from some governments can be a problem. An-
other limitation involves the nations on which
dataarecollected. For example, during a 35-year
period, new nations come into existence and
others change their names or change their bor-
ders.

The existing data are available in major na-
tional data archives in a form that computers
can read, and researchers can conduct secondary
analysis on international existing statistics data.
For example, Sutton (2004) conducted a quanti-
tative, statistical study on 15 nations between
1960 and 1990. Researchers have long observed
that imprisonment rates do not closely follow
changes in crime rates. Sutton tested the Rusche
and Kirchheimer thesis. It says that unemploy-
ment rates cause a rise in imprisonment rates be-
cause imprisonment is a government attempt to
control a surplus of unemployed working-class
males in the population who could become un-
ruly and dangerous to the social order. Basically,
it predicts that prisons will be filled when many
workers are out of work and will empty out
when the economy is booming. Sutton gathered
data from government statistical yearbooks of
the 15 countries, from publications by interna-
tional organizations such as the World Health
Organization and the International Labor Orga-
nization, and from prior social science studies
that identified features ofseveral nations, such as
their unionization pattern, political party struc-
ture, and so forth. Sutton found only limited
support for the original thesis, but he docu-
mented a strong effect from several other fac-
tors. He argued that the effect of unemployment
on imprisonment was probably spurious (see

the discussion of a spurious relationship in
Chapters 2,4,and 10 ofthisbook). Sutton found
that specific features of the nation's political or-
ganizationand labor market structure appeared
to cause both specific unemployrnent patterns
and different imprisonment policies. In short,
when low-income people and workers were po-
litically weak compared to wealthy people and

corporation owners' both unemployment and

imprisonment rates rise compared to times
when low-income people and workers have
greater political power and influence'

EQUIVALENCE IN HISTORICAL-
COMPARATIVE RESEARCH

The lmportance of Equivalence

Equivalence is a critical issue in all research. It is

the issue of making comparisons across diver-
gent contexts, or whether a researcher, living in

i specific time period and culture, correctly
reads, understands, or conceptualizes data about
people from a different historical era or culture.
Without equivalence, a researcher cannot use

the same concepts or measures in different cul-
tures or historical periods, and this makes com-
parison difficult, if not impossible. It is similar to

the problems that arise with measurement valid-
ity in quantitative research.

Types of Equivalence

The equivalence issue has implications for H-C
research. A researcher might misunderstand or
misinterpret events in a different era or culture.
Assuming that the interpretation is correct, a re-

searcher may find it difficult to conceptualize
and organize the events to make comparisons
across times or places. If he or she frrlly $asps
another culture, a researcher may still find it dif-

ficult to communicate with others from his or

her own time and culture' The equivalence issue

can be divided into four subtypes: lexicon equiv-

alence, contextual equivalence, conceptual
equivalence, and measurement equivalence.

Lexicon Equivalence. Lexicon equivalence is

the correct translation ofwords and phrases, or

finding a word that means the same thing as an-

other word. This is clearest between two lan-
guages. For example, in many languages and
iultures there are different forms of address and



CHAPTER 1 2 /

pronouns for intimates (e.g., close friends and
family members) and subordinates (e.g.,
younger persons and lower-status people) from
those used in unknown or public settings or for
persons ofhigher social status. There are no di-
rectlyequal linguistic forms of speech in English,
although the idea ofclose personal versus public
relations exists in English-speaking cultures. In
such languages, switching pronouns when say-
ing, "How are you today?" might indicate a
change in status or in the social relationship.
One would have to indicate it in another, per-
haps nonverbal, way if speaking in English. In
cultures where age is an important status (e.9.,

|apan), many status-based words exist that are
absent in English. One cannot say, for example,
"my brother" without indicating whether one is
speaking of an older or younger brother, and
separate words are used for "my younger
brother" or "my older brother."

Comparative researchers often use a tech-
nique called back translation to achieve lexicon
equivalence. In back translation, a phrase or
question is translated from one language to an-
other and then back again. For example, a
phrase in English is translated into Korean and
then independently translated from Korean
back into English. A researcher then compares
the first and second English versions. For exam-
ple, in a study to compare knowledge of inter-
national issues by U.S. and |apanese college
students, the researchers developed a question-
naire in English. They next had a team of |apan-
ese college faculty translate the questionnaire
into Japanese. Some changes were made in the
questionnaire. When they used back transla-
tion, they discovered "30 translating errors, in-
cluding some major ones" (Cogan et al., 1988:
28s).

Back translation does not help when words
for a concept do not exist in a different language
(e.g., there is no word for trust in Hindi, for
loyalty in Turkish, for privacy in Chinese, or for
good quarrel in Thai). Thus, translation may re-
quire complex explanations, or a researcher may
not be able to use certain concepts.
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Lexicon equivalence can be significant in
historical research because the meaning ofwords
changes over time, even in the same language.
The greater the distance in time, the greater the
chance that an expression will have a different
meaning or connotation. For example, todaythe
wordweed refers to unwanted plants or to mar-
ijuana, but in Shakespeare's era, the word meant
clothing (see Box 12.3).

Contextual Equivalence. Contextual equiva-
lence is the correct application of terms or con-
cepts in different social or historical contexts. It
is an attempt to achieve equivalence within spe-
cific contexts. For example, in cultures with dif-
ferent dominant religions, a religious leader
(e.g., priest, minister, or rabbi) can have differ-
ent roles, training, and authority. In some con-
texts, priests are full-time male professionals
who are wealthy, highly esteemed, well-educated
community leaders and also wield political
power. In other contexts, a priest is anyone who
rises above others in a congregation on a tempo-
rary basis but is without power or standing in

The meaning of a statement or answer to a question
often depends on the customs of a culture, the social
situation, and the manner in which the answer is spo-
ken. The manner ofanswering can reverse the differ-
ent meanings of the same answer based on the
manner in which the answer was spoken.

Polite

Emphatic

No

Yes

Soarce; Adapted from Hymes (1970:329).
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the community. Priests in such a context maybe
less well educated, have low incomes, and be
viewed as foolish but harmless people. A re-
searcherwho asks about "priests" without notic-
ing the context could make serious errors in
interpretations.

Context also applies across historical eras.
For example, attending college has a different
meaning today than in a historical context in
which only the richest 1 percent of the popula-
tion attended college, most colleges had fewer
than 500 students, all were private all-male insti-
tutions that did not require a high school
diploma for entry and a college curriculum con-
sisted of classical languages and moral training.
Attending college 100 years ago was not the
same as it is today; the historical context has al-
tered the meaning of attending college.

Conceptual Equivalence. The ability to use the
same concept across divergent cultures or his-
torical eras is conceptual equivalence. Researchers
live within specific cultures and historical eras.
Their concepts are based on their experiences
and knowledge fiom their own culture and era.
Researchers may try to stretch their concepts by
learning about other cultures or eras, but their
views of other cultures or eras are colored by
their current life situations. This creates a persis-
tent tension and raises the question: Can a re-
searcher create concepts that are simultaneously
true reflections of life experiences in different
cultures or eras and that also make sense to him
or her?

The issue ofa researcher's concept is a spe-
cial case of a larger issue, because concepts can
be incompatible across different time periods or
cultures. Is it possible to create concepts that are
true, accurate, and valid representations of so-
cial life in two or more cultural or historical set-
tings that are very different? For example, the
word class exists in many societies, but the sys-
tem of classes (i.e., the role of income, wealth,
job, education, status, relation to means of pro-
duction), the number of classes, the connota-

tions ofbeing in a particular class, and class cat-
egories or boundaries differ across societies,
making the study of social class across societies
difficult.

At times, the same or a very similar concept
exists across cultures but in different forms or
degrees of strength. For example, in manyAsian
societies, there is a marked difference between
the outward, public presentation and definition
ofselfand the private, personal presentation and
the definition of self. What one reveals and
shows externally is often culturally detached
from true, internal feelings. Some languages
mark this linguistically, as well. The idea of a dis-
tinct self for public, nonfamily, or nonprivate
situations exists in Western cultures, as well, but
it is much weaker and less socially significant. In
addition, many Western cultures assume that
the inner selfis "real" and should be revealed, an
assumption that is not always shared cross-
culturally.

At other times, there is no direct cultural
equivalent. For example, there is no direct West-
ern conceptual equivalent for the lapanese ie. It
is translated as family system, but this idea was
created by outsiders to explain lapanese behav-
ior. The le includes a continuing line of familial
descent going back generations and continuing
into the future. Its meaning is closer to a Euro-
pean lineage "house" among the feudal nobility
than the modern household or even an extended
family. It includes ancestors, going back many
generations, and future descendants, with
branches created by noninheriting male off-
spring (or adopted sons). It can also include a
religious identity and property-holding dimen-
sions (as land or a business passed down for gen-
erations). It can include feelings ofobligation to
one's ancestors and feelings to uphold any com-
mitments they may have made. The ie is also
embedded in a web of hierarchical relationships
with other le and suggests social position or sta-
tus in a community.

Conceptual equivalence also applies to the
study of different historical eras. For example,
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measuring income is very different in a historica]
era with a largely noncash society in which most
people grow their own food, make their own
furniture and clothing, or barter goods. Where
money is rarely used, it makes no sense to mea-
sure income by number of dollars earned.
Counting hogs, acres ofland, pairs ofshoes, ser-
vants, horse carriages, and the like may be more
appropriate.

Measurement Equiv alence. Measurement equiv -
alence means measuring the same concept in dif-
ferent settings. Ifa researcher develops a concept
appropriate to dif[erent contexts, the question
remains: Are different measures necessary in dif-
ferent contexts for the same concept? The mea-
surement equivalence issue suggests that an H-C
researcher must examine many sources of partial
evidence in order to measure or identifr a theo-
retical construct. When evidence exists in frag-
mentary forms, he or she must examine
extensive quantities of indirect evidence in or-
der to identifir constructs.

ETHICS

Historical-comparative research shares the ethi-
cal concerns found in other nonreactive research
techniques. The use of primary historical
sources occasionally raises special ethical issues.
First, it is difficult to replicate research based on
primary material. The researcher's selection cri-
teria for use of evidence and external criticism
of documents places a burden on the integrity of
the individual researcher.

Second, the right to protect one's privacy
may interfere with the right to gather evidence. A
person's descendants may want to destroy or hide
private papers or eyidence of scandalous behav-
ior. Even major political figures (e.g., presidents)
want to hide embarrassing official documents.
Comparative researchers must be sensitive to cul-
tural and political issues ofcross-cultural interac-
tion. They need to learn what is considered
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offensive within a culture. Sensitivity means
showing respect for the traditions, customs, and
meaning of privary in a host country. For exam-
ple, it maybe taboo for a man to interview a mar-
ried woman without her husband present.

In general, a researcher who visits another
culture wants to establish good relations with the
host country's government. He or she will not
take data out of the country without giving
something (e.g., results) in return. The military
or political interests of the researcher's home na-
tion or the researcher's personal values may con-
flict with official policy in the host nation. A
researcher may be suspected of being a spy or
may be under pressure from his or her home
country to gather covert information.

Sometimes, the researcher's presence or
findings may cause diplomatic problems. For
example, a researcher who examines health care
practices in a country then declares that official
government poliry is to ignore treating a serious
illness can expect serious controversy. Likewise,
a researcher who is si.mpathetic to the cause of
groups who oppose the government may be
threatened with imprisonment or asked to leave
the country. Social researchers who conduct re-
search in any country should be aware of such is-
sues and the potential consequences of their
actions.

coNcLusloN
In this chapter, you have learned methodologi-
cal principles for an inquiry into historical and
comparative materials. The H-C approach is ap-
propriate when asking big questions about
macro-level change, or for understanding social
processes that operate across time or are univer-
sal across several societies. Historical-comDara-
tive research can be carried out in several ways,
but a distinct qualitative H-C approach is similar
to that of field research in important respects.

Historical-comparative research involves a
different orientation toward research more than
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it means applylng specialized techniques. Some
specialized techniques are used, such as the ex-
ternal criticism of primary documents, but the
most vital feature is how a researcher approaches
a question, probes data, and moves toward
explanations.

Historical-comparative research is more
difficult to conduct than research that is neither
historical nor comparative, but the difficulties
are present to a lesser degree in other types ofso-
cial research. For example, issues of equivalence
exist to some degree in all social research. In H-C
research, however, the problems cannot be
treated as secondary concerns. They are at the
forefront ofhow research is conducted and de-
termine whether a research question can be an-
swered.

Key Terms
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INTRODUCTION

Qualitative data come in the form of photos,

written words, phrases, or qrnbols describing or

representing people, actions, and events in so-

cial life. Qualitative researchers rarely use statis-

tical analysis. This does not mean that qualitative

data analysis is based on vague impressions. It

can be systematic and logically rigorous, al-

though in a different way from quantitative or

statistical analysis. Over time qualitative data

analysis has become more explicit, although no

single qualitative data analysis approach is

widely accepted.
This chapter is divided into four parts. First,

the similarities and differences between qualita-

tive and quantitative data analysis are discussed'
Next is a look at how researchers use coding and

concept/theory building in the process of ana-

lyzing qualitative data. Third is a review of some

of the major analltic strategies researchers de-
ploy and ways they think about linking qualita-

tive data with theory. Last is a brief review of

other techniques researchers use to manage and

examine patterns in the qualitative data they
have collected.

COMPARING METHODS OF DATA
ANALYSIS

Similarit ies

Both styles ofresearch involve researchers infer-

ring from the empirical details of social life. To

infer means to pass a judgment, to use reasoning,
and to reach a conclusion based on evidence' In

both forms of data analysis, the researchet care-

fully examines empirical information to reach a

conclusion. The conclusion is reached by rea-

soning, simpli$'ing the complexity in the data,

and abstracting from the data, but this varies by

the style of research. Both forms of data analysis

anchor statements about the social world and

are faithful to the data.

Qualitative as well as quantitative analysis

involves a public method or process. Researchers

systematically record or gather data and in so

doing make accessible to others what they did-

Both types of researchers collect large amounts

of data, describe the data, and document how

they collected and examined it. The degree to

which the method is standardized and visible

may vary> but all researchers reveal their study

design in some way.
All data analysis is based on comparison'

Social researchers compare features of the evi-

dence they have gathered internally or with re-

lated evidence. Researchers identifr multiple

processes, causes, properties, or mechanisms

within the evidence. They then look for pat-

terns-similarities and differences, aspects that

are alike and unlike. Both qualitative and quan-

titative researchers strive to avoid errors, false

conclusions, and misleading inferences. Re-

searchers are also alert for possible fallacies or il-

lusions. They sort through various explanations,

discussions, and descriptions, and evaluate mer-

its of rivals, seeking the more authentic, valid'

true, or worthy among them.

Differences

Qualitative data analysis differs from quantita-

tive analysis in four ways. First, quantitative

researchers choose from a specialized, standard-

ized set of data analysis techniques. Hypothesis

testing and statistical methods vary little across

different social research projects' Quantitative
analysis is highly developed and builds on ap-

plied mathematics. By contrast, qualitative data

analysis is less standardized. The wide variety in

qualitative research is matched by the many ap-

proaches to data analysis.
A second difference is that quantitative re-

searchers do not begin data analysis until they

have collected all of the data and condensed

them into numbers. They then manipulate the

numbers in order to see patterns or relation-

ships. Qualitative researchers can look for pat-



terns or relationships, but they begin analysis
early in a research project, while they are still col-
lecting data. The results of early data analysis
guide subsequent data collection. Thus, analysis
is less a distinct final stage ofresearch than a di-
mension of research that stretches across all
stages.

Another difference is the relationship be-
tween data and social theory. Quantitative re-
searchers manipulate numbers that represent
empirical facts to test theoretical hypotheses. By
contrast, qualitative researchers create new con-
cepts and theory by blending together empirical
evidence and abstract concepts. Instead oftest-
ing a hypothesis, a qualitative analyst may illus-
trate or color in evidence showing that a theory,
generalization, or interpretation is plausible.

The fourth difference is the degree of ab-
straction or distance from the details of social
life. In all data analysis, a researcher places raw
data into categories that he or she manipulates
in order to identifi patterns. Quantitative
researchers assume that social life can be repre-
sented by using numbers. When they manipu-
late the numbers according to the laws of
statistics, the numbers reveal features of social
life. Qualitative analysis does not draw on a
large, well-established body of formal knowledge
from mathematics and statistics. The data are in
the form of words, which are relatively impre-
cise, diffuse, and context-based, and can have
more than one meaning.

Explanations and Qualitative Data

Qualitative explanations take many forms. A qual-
itative researcher does not have to choose between
a rigid idiographic/nomothetic dichotomy-
that is, between describing specifics and veriff-
ing universal laws. Instead, a researcher develops
explanations or generalizations that are close
to concrete data and contexts but are more
than simple descriptions. He or she usually uses
a lower-level, less abstract theory, which is
grounded in concrete details. He or she may
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build new theory to create a realistic picture of
social life and stimulate understanding more
than to test a causal hypothesis. Explanations
tend to be rich in detail, sensitive to context, and
capable of showing the complex processes or se-
quences of social life. The explanations may be
causal, but this is not always the case. The re-
searcher's goal is to organize specific details into
a coherent picture, model, or set of interlocked
concepts.

A qualitative researcher divides explana-
tions into two categories: highly unlikely and
plausible. The researcher is satisfied by building
a case or supplying supportive evidence. He or
she may eliminate some theoretical explanations
from consideration while increasing the plausi-
bility of others because only a few explanations
will be consistent with a pattern in the data.
Qualitative analysis can eliminate an explana-
tion by showing that a wide array of evidence
contradicts it. The data might support more
than one explanation, b:ut all explanations will
not be consistent with it. In addition to elimi-
nating less plausible explanations, qualitative
data analysis helps to verif' a sequence ofevents
or the steps of a process. This temporal ordering
is the basis of finding associations among vari-
ables, and it is useful in supporting causal
arguments.

CODING AND CONCEPT
FORMATION

Qualitative researchers often use general ideas,
themes, or concepts as analytic tools for making
generalizations. Qualitative analysis often uses
nonvariable concepts or simple nominal-level
variables.

Conceptualization

Quantitative researchers conceptualize and re-
fine variables in a process that comes before data
collection or analysis. By contrast, qualitative re-



330 pART THREE /  coNDUcrlNG QUALITATIvE RESEARcH

searchers form new concepts or refine concepts
that are grounded in the data. Concept forma-
tion is integral to data analysis and begins during
data collection. Conceptualization is how a qual-
itative researcher organizes and makes sense of
the data.

A qualitative researcher organizes data into
categories on the basis of themes, concepts, or
similar features. He or she develops new con-
cepts, formulates conceptual definitions, and ex-
amines the relationships among concepts.
Eventually, he or she links concepts to each
other in terms of a sequence, as oppositional sets
(X is the opposite of I) or as sets of similar cate-
gories that he or she interweaves into theoretical
statements. Qualitative researchers conceptual-
ize or form concepts as they read through and
ask critical questions of data (e.g., field notes,
historical documents, secondary sources, etc.)'
The questions can come from the abstract vo-
cabulary of a discipline such as sociology-for
example: Is this a case of class conflict? Was role
conflict present in that situation? Is this a social
movement? Questions can also be logical-for
example: Whatwas the sequence of events? How
does the way it happened here compare to over
there? Are these the same or different, general or
specific cases? Researchers often conceptualize as
they code qualitative data.

In qualitative data analysis, ideas and evi-
dence are mutually interdependent. This applies
particularly to case study analysis. Cases are not
given preestablished empirical units or theoreti-
cal categories apart from data; they are defined by
data and theory. By analyzinga situation, the re-
searcher organizes data and applies ideas simul-
taneously to create or specifr a case. Making or
creating a case, called casing brings the data and
theory together. Determining what to treat as a
case resolves a tension or strain between what the
researcher observes and his or her ideas about it.

Coding Qualitative Data

A quantitative researcher codes after all the data
have been collected. He or she arranges mea-

sures ofvariables, which are in the form of num-
bers, into a machine-readable form for statistical
analysis.

Coding data has a different meaning in
qualitative research. A researcher codes by orga-
nizing the raw data into conceptual categories
and creates themes or concepts. Instead of a sim-
ple clerical task, coding is an integral part ofdata
analysis guided by the research question. Coding
encourages higherJevel thinking about the data
and moves a researcher toward theorical gener-
alizations.

Coding is two simultaneous activities: me-
chanical data reduction and analytic data c4te-
gorization. Coding data is the hard work of
reducing mountains of raw data into manage-
able piles. In addition to making a large mass of
data manageable, it is how a researcher imposes
order on the data. Coding also allows a re-
searcher to quickly retrieve relevant parts ofthe
data. Between the moments of thrill and inspira-
tion, coding qualitative data, or filework, can be
wearisome and tedious.

Open Coiling, Open coding is performed dur-.
ing a first pass through recently collected data.
The researcher locates themes and assigns initial
codes or labels in a first attempt to condense the
mass of data into categories. He or she slowly
reads field notes, historical sources, or other
data, looking for critical terms, key events, or
themes, which are then noted. Next, he or she
writes a preliminary concept or label at the edge
of a note card or computer record and highlights
it with brightly colored ink or in some similar
way. The researcher is open to creating new
themes and to changing these initial codes in
subsequent analysis. A theoretical framework
helps if it is used in a flexible manner.

Open coding brings themes to the surface
from deep inside the data. The themes are at a
low level of abstraction and come from the re-
searcher's initial research question, concepts in
the literature, terms used by members in the so-
cial setting, or new thoughts stimulated by im-
mersion in the data.



An example of this is found in LeMasters's
(1975) field research study of a working-class
tayern when he found that marriage came up in
many conversations. If he open coded field
notes, he might have coded a block of field notes
with the theme marriage. Following is an exam-
ple ofhypothetical field notes that can be open
coded with the theme marriage:

I wore a tie to the bar on Thursdaybecause I
had been at a late meeting. Sam noticed it
immediately and said. "Damn it, Doc. I wore
one of them things once-when I got mar-
ried-and lookwhat happened to me! By
God, the undertaker will have to put the next
one on." I ordered a beer, then asked him,
"Why did you get married?" He replied,
"What the hell you goin' to do? You just can't
go on shacking up with girls all your life-I
did plenty of that when I was single" with a
smile and wink. He paused to order another
beer and light a cigarette, then continued, "A
man, sooner or later, likes to have a home of
his own, and some kids, and to have that, you
have to get married. There's no way out of
it-they got you hooked." I said, "Helen [his
wife] seems like a nice person." He returned,
"Oh, hell, she's not a bad kid, but she's a god-
damn woman and they get under my skin.
They piss me off. If you go to a parfy, just
when you start having fun, the wife says'let's
go home.' " (Adapted from LeMasters,
1975:36-37)

Historical-comparative researchers also use
open coding. For example, a researcher studying
the Knights of Labor, an American nineteenth-
century movement for economic and political
reform, reads a secondary source about the ac-
tivities of a local branch of the movement in a
specific town. When reading and taking notes,
the researcher notices that the Prohibition party
was important in local elections and that tem-
perance was debated by members of the local
branch. The researcher's primary interest is in
the internal structure, ideology, and growth of
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the Knights movement. Temperance is a new
and unexpected category. The researcher codes
the notes with the label "temperance" and in-
cludes it as a possible theme.

Qualitative researchers varyin the units they
code. Some code every line or every few words;
others code paragraphs and argue that much of
the data are not coded and are dross or left over.
The degree of detail in coding depends on the
research question, the "richness" ofthe data, and
the researcher's purposes.

Open-ended coding extends to analytic
notes or memos that a researcher writes to him-
self or herself while collecting data. Researchers
should write memos on their codes (see the later
discussion in Analytic Memo Writing).

Axial Coiling. This is a "second pass" through
the data. During open coding, a researcher fo-
cuses on the actual data and assigns code labels
for themes. There is no concern about making
connections among themes or elaborating the
concepts that the themes represent. By contrast,
in axial coding the researcher begins with an or-
ganized set of initial codes or preliminary con-
cepts. In this second pass, he or she focuses on
the initial coded themes more than on the data.
Additional codes or new ideas may emerge dur-
ing this pass, and the researcher notes them; but
his or her primarytask is to review and examine
initial codes. He or she moves toward organizing
ideas or themes and identifies the axis of key
concepts in analysis.

During axial coding, a researcher asks about
causes and consequences, conditions and inter-
actions, strategies and processes, and looks for
categories or concepts that cluster together. He
or she asks questions such as: Can I divide exist-
ing concepts into subdimensions or subcate-
gories? Can I combine several closely related
concepts into one more general one? Can I orga-
nize categories into a sequence (i.e., A, then B,
then C), or by their physical location (i.e., where
they occur), or their relationship to a major
topic of interest? For example, a field researcher
studyingworking-class life divides the general is-
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sue of marriage into subparts (e.g., engagement,
weddings). He or she marks all notes involving
parts of marriage and then relates marriage to
themes of sexuality, division of labor in house-
hold tasks, views on children, and so on. When
the theme reappears in different places, the re-
searcher makes comparisons so he or she can see
new themes (e.g., men and women have differ-
ent attitudes toward marriage).

In the example of historical research on the
Knights of Labor, a researcher looks for themes
related to temperance. He or she looks for dis-
cussions of saloons, drinking or drunkenness,
and relations between the movement and polit-
ical parties that support or oppose temperance.
Themes that cluster around temperance could
also include drinking as a form of recreation,
drinking as part of ethnic culture, and differ-
ences between men and women regarding
drinking.

Axial coding not only stimulates thinking
about linkages between concepts or themes but
it also raises new questions. It can suggest drop-
ping some themes or examining others in more
depth. in addition, it reinforces the connections
between evidence and concepts. As a researcher
consolidates codes and locates evidences, he or
she finds evidence in many places for core
themes and builds a dense web of support in the
qualitative data for them. This is analogous to
the idea of multiple indicators describedwith re-
gard to reliability and measuring variables. The
connection between a theme and data is
strengthened by multiple instances of empirical
evidence.

Selective Coiling, By the time a researcher is
ready for this last pass through the data, he or
she has identified the major themes of the re-
search project. Selective co ding involves scanning
data and previous codes. Researchers look selec-
tively for cases that illustrate themes and make
comparisons and contrasts after most or all data
collection is complete. They begin after they
have well-developed concepts and have started
to organize their overall analysis around several

core generalizations or ideas. For example' a re-
searcher studying working-class life in a tavern
decides to make gender relations a major theme.
In selective coding, the researcher goes through
his or her field notes, looking for differences in
how men and women talk about dattng, engage-
ments, weddings, divorce, extramarital affairs,
or husband/wife relations. He or she then com-
pares male and female attitudes on each part of
the theme of marriage.

Likewise, the researcher studying the
Knights of Labor decides to make the move-
ment's failure to form alliances with other polit-
ical groups a major theme. The researcher goes
through his or her notes looking for compro-
mise and conflict between the Knights and other
political parties, including temperance groups
and the Prohibition party. The array of concepts
and themes that are related to temperance in ax-
ial coding helps him or her discover how the
temperance issue facilitated or inhibited al-
liances.

During selective coding, major themes or
concepts ultimately guide the researcher's.
search. He or she reorganizes specific themes
identified in earlier coding and elaborates more
than one major theme. For example, in the
working-class tavern study, the researcher exam-
ines opinions on marriage to understand both
the theme of gender relations and the theme of
different stages of the life cycle. He or she does
this because marriage can be looked at both
ways. Likewise, in the Knights of Labor study,
the researcher can use temperance to under-
stand the major theme of failed alliances and
also to understand another theme, sources of di-
vision within the movement that were based on
ethnic or religious differences among members
(see Figure 13.1).

Analytic Memo Writing

Qualitative researchers are compulsive note-tak-
ers. Their data are recorded in notes, they write
comments on their research strategy in notes,
and so on. They keep their notes organizedin
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FlcuRE 1 3.1 The coding process foreuaritative Data Anarysis

Data Notes
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Step 1: Open Coding
Carefully read and review all data notes, then create a cooe

that captures the idea, process, or theme in the data.

Organization of Codes

Step 2: Axial Coding
organize all the codes created during open coding into a structure by separating

them into major or minor revers and showing rerations among the codes.

Step 3: Selective Coding
Take the organized codes from the axial coding process and review the codes in the original

data notes to select the best illustrations for entering them into a final repon.
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files, and often have many files with different
kinds of notes: a file on methodological issues
(e.g., locations ofsources or ethical issues), a file
of maps or diagrams, a file on possible overall
outlines ofa final report or chapter, a file on spe-
cific people or events, and so on.

The analytic memo is a special type of note.
It is a memo or discussion of thoughts and ideas
about the coding process that a researcher writes
to himself or herself. Each coded theme or con-
cept forms the basis of a separate memo, and the
memo contains a discussion of the concept or
theme. The rough theoretical notes form the be-
ginning of analytic memos.

The analytic memo forges a link between
the concrete data or raw eyidence and more ab-
stract, theoretical thinking (see Figure 13.2).It
contains a researcher's reflections on and think-
ing about the data and coding. The researcher
adds to the memo and uses it as he or she passes
through the data with each type of coding. The
memos form the basis for analyzing data in the
research report. In fact, rewritten sections from

good-quality analytic memos can become sec-
tions of the final report.

The technology involved in writing analytic
memos is simple: pen and paper, a few note-
books, computer files, and photocopies of notes.
There are many ways to write analytic memos;
each researcher develops his or her own style or
method. Some researchers make multiple copies
ofnotes, then cut them and place selections into
an analytic memo file. This works well if the data
files are large and the analytic memos are kept
distinctwithin the file (e.g., on different-colored
paper or placed at the beginning). Other re-
searchers link the analytic memo file locations to
the data notes where a theme appears. Then it is
easy to move between the analytic memo and the
data. Because data notes contain links or marked
themes, it is easyto locate specific sections in the
data. An intermediate strategy is to keep a run-
ning list of locations where a major theme ap-
pears in the raw data.

As a researcher reviews and modifies aner-
lytic memos, he or she discusses ideas with col-

FIcURE 1 3.2 Analyt icMemosand OtherFi les

i
r l

t : l

i i
r!

l l l -
i i -
i .

Organized by Date
or Data Source

Filed by Concept
orTheme Filed by Purpose

Data
Notes

Analytic
Memos

Other
Files i-

Final
Report r



CHAPTER 13 , /  ANALYSIS OF QUALITATIVE DATA 335

leagues, and returns to the literature with a focus
on new issues. Analytic memos may help to gen-
erate potential hypotheses, which can be added
and dropped as needed, and to develop new
themes or coding systems.

ANALYTIC STRATEGIES FOR
QUALITATIVE DATA

Techniques of coding and memo writing are ap-
proaches to the analysis of qualitative data. Most
qualitative researchers use these techniques to
some degree, often combined with a more spe-
cific strategy for the analysis ofqualitative dita.
In this section you will learn about four strate-
gies researchers use to analyze qualitative data:
the narrative, ideal types, successive approxima-
tion, and the illustrative method.

Compared to the analysis of quantitative
data, strategies for qualitative data are more di-
verse, less standardized, and less explicitly out-
lined by researchers. Only in the past decade
have researchers started to explain and outline
exactly how they analyze qualitative data.

In general, data analysis means a search for
patterns in data-recurrent behaviors, objects,
or a body of knowledge. Once a pattern is iden-
tified, it is interpreted in terms of a social theory
or the setting in which it occurred. The qualita-
tive researcher moves from the description of a
historical event or social setting to a more gen-
eral interpretation of its meaning.

The Narrative

You encountered the narrative in the last chap-
ter on historical-comparative research. In field
research, it is also called a natural history or
realist tale approach. The narrative is a laigely
atheoretical description. The researcher-author
"disappears" from the analysis and presents the
concrete details in chronological order as ifthey
were the product of a unique and "naturally un-
folding" sequence of events. He or she simply
"tells a story" of what occurred.

Some argue that the narrative approach is a
presentation of data without analysis. There can
be analysis in a narrative, but it is ..light,' 

and
subtle. In the narrative method, a reseaicher ur_
sembles the data into a descriptive picture or ac_
count ofwhat occurred, but he or she larselv
leaves the data to "speak for themselves." H! oi
she interjects little in the form of new systematic
concepts, external theories, or abstraci models.
The explanation resides not in abstract concepts
and theories, but in a combination of specific,
concrete details. The researcher presents or re_
veals the social reality as members in a field set_
ting experience it, or the worldview of specific
historical actors at a particular point in time. By
using little commentary a researcher tries to
convey an authentic feel for life's complexity as
experienced by particular people in specific cir-
cumstances, and does not derive abstract princi_
ples or identifr generalizable analytic patterns.

In the narrative, data are"analyzed,, or..ex_
plained" in the terminology and concepts of the
people being studied. The analysis appears in
how a researcher organizes the data f- p..r..r_
tation and tells the story. It appears in a greater
attention to particular people, events, oi fuctr,
and it relies on literary devices-the creative se-
lection of particular words to tell a story. de_
scribe a setting, show character development,
and present dramatic emphasis, intrigue, or
suspense.

Researchers debate the usefulness of the
narrative strategy. On the one hand, it provides
rich concrete detail and clearly demonstiates the
temporal ordering of processes or specific
events. It captures a high degree of complexity
and.conveys a nuanced understanding ofho*
particular events or factors mutually affect each
other. The narrative allows the researcher to as-
semble very specific concrete details (i.e., the
names, actions, andwords of specific people and
the detailed descriptions of particulai evints at
specific times) that may be idiosyncratic but that
contribute to a complete explanation. On the
other hand, manyresearchers criticize the narra-
tive approach for being too complex, particular,
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and idiosyncratic. It does not provide general-
izations. The narrative may present an over-
whelming array of particular details, but not
provide a general explanation that researchers
can apply to other people, situations, or time pe-
riods (see Box 13.1).

ldealTypes

Max Weber's ideal type is used by many qualita-
tive researchers. Ideal tlpes are models or men-
tal abstractions of social relations or processes.
They are pure standards against which the data

or "reality" can be compared. An ideal type is a
device used for comparison, because no reality
ever fits an ideal type. For example, a researcher
develops a mental model of the ideal democracy
or an ideal college beer party. These abstractions,
with lists of characteristics, do not describe any
specific democracy or beer parry; nevertheless,
they are usefi,rl when applied to many specific
cases to see how well each case measures up to
the ideal. This stage can be used with the illus-
trative method described earlier.

Weber's method of ideal types also comple-
ments |ohn Stuart Mill's method of agreement.

Many qualitative researchers, especially feminist re-
searchers, use the narrative because they believe it
best enables them to retain a richness and authen-
ticity from their original data sources (i.e., individual
personal stories or events in ethnographies, or spe-
cific historical events). In simple terms, the narrative
is story telling. In it, an author presents two or more
events in temporal and causal sequences. Some nar-
ratives are complex, with elements such as (1 ) a sum-
mary statement of the entire story; (2) an
orientation that identifies specific times, places, per-
sons, and situations; (3) complicating actions or
twists in the plot of "what happened"; (4) an evalua-
tion or emotional assessment of the narrative's
meaning or signifigance; (5) a resolution or what oc-
cured after a dramatic high point that resolves a sus-
penseful climatic event; and (6) a coda or signal that
the narrative is ending.

People frequently tell one another stories in daily
life. They usually structure or organize their narra-
tives into one of"several recognized patterns, often
recounting it with visual clues, gestures, or voice in-
tonations for dramatic emphasis. The structure may
include plot lines, core metaphors, and rhetorical de-
vices that draw on familiar cultural and personal mod-
els to effectively communicate meanings to others.

The narrative is found in literature, artistic ex-
pressions, types of therapy, judicial inquiries, social
or political histories, biography and autobiography,
medical case histories, and journalistic accounts. As a
way to organize, analyze, and present qualitative so-
cial science data, the narrative shares many features
with other academic and cultural communication
forms, but it differs from the positivist model for or-
ganizing and reporting on data. The positivist model
emphasizes using impersonal, abstract, "neutral" lan-
guage and a standardized analytic approach.

Many qualitative researchers argue that re-
searchers who adopt the positivist model are sim-
ply using an alternative form of narrative, one with
specialized conventions. These conventions en-
courage formal analytic models and abstract theo-
ries, but such models or theories are not necessarily
superior to a story-tell ing narrative. Positivist data
analysis and reporting conventions have two nega-
tive effects. First, they make it easierfor researchers
to lose sight ofthe concrete actual events and per-
sonal experiences that comprise social science data.
Second, they make it more difficult for researchers
to express ideas and build social theories in a for-
mat that most people find to be familiar and com-
fortable.
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With the method of agreement, a researcher's at-
tention is focused on what is common across
cases, and he or she looks for common causes in
cases with a common outcome. By itself, the
method of agreement implies a comparison
against actual cases. This comparison of cases
could also be made against an idealized model. A
researcher could develop an ideal type ofa social
process or relationship, then compare specific
cases to it.

Qualitative researchers have used ideal types
in two ways: to contrast the impact of cotrie"ts
and as analogy.

Contrast Contexts. Researchers who adopt a
strongly interpretive approach may use ideal
t)?es to interpret data in a way that is sensitive to
the context and cultural meanings of members.
They do not test hypotheses or create a general-
izable theory, but use the ideal tFpe to bring out
the specifics of each case and to emphasize the
impact of the unique context.

Researchers making contrasts between con-
texts often choose cases with dramatic contrasts
or distinctive features. For example, inWork and
Authority in Industry, Reinhard Bendix (1956)
compared management relations in very difier-
ent contexts: Czarist Russia and industrializins.
England.

When comparing contexts, researchers do
not use the ideal tFpe to illustrate a theoryin dif-
ferent cases or to discover regularities. Instead,
they accentuate the specific and the unique.
Other methods of analysis focus on the general
and ignore peculiarities. By contrast, a re-
searcher who uses ideal types can show how
unique features shape the operation of general
processes.

Analogies. Ideal types are used as analogies to
organize qualitative data. An analogt is a state-
ment that two objects, processes, or events are
similar to each other. Researchers use analogies
to communicate ideas and to facilitate logical
comparisons. Analogies transmit information

about patterns in data by referring to something
that is already known or an experience familiar
to the reader. They can describe relationships
buried deep within many details and are a short-
hand method for seeing patterns in a maze of
specific events. They also make it easier to com-
pare social processes across diflerent cases or set-
tings. For example, a researcher says that a room
went silent after person X spoke: "A chill like a
cold gust of air" spread through the room. This
does not mean that the room temperature
dropped or that a breeze was felt, but it suc-
cinctly expresses a rapid change in emotional
tone. Likewise, a researcher reports that gender
relations in society Y were such that women
were "viewed like property and treated like
slaves." This does not mean that the legal and so-
cial relations between genders were identical to
those of slave owner and slave. It implies that an
ideal type of a slave-and-master relationship
would show major similarities to the evidence
on relations between men and women if applied
to society Y.

The use of analogies to analyze qualitative
data serves as a heuristic device (i.e., a device that
helps one learn or see). It can represent some-
thing that is unknown and is especially valuable
when researchers attempt to make sense of or
explain data by referring to a deep structure or
an underlying mechanism. Ideal types do not
provide a definitive test of an explanation.
Rather, they guide the conceptual reconstruc-
tion of the mass of details into a systematic
format.

Successive Approximation

Successive approximation involves repeated it-
erations or cycling through steps, moving to-
ward a final analysis. Over time, or after several
iterations, a researcher moves from vague ideas
and concrete details in the data toward a com-
prehensive analysis with generalizations. This is
similar to the three kinds of codins discussed
earlier.
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A researcher begins with research questions
and a framework of assumptions and concepts.
He or she then probes into the data, asking ques-
tions of the evidence to see how well the con-
cepts fit the evidence and reveal features ofthe
data. He or she also creates new concepts by ab-
stracting from the evidence and adjusts concepts
to fit the evidence better. The researcher then
collects additional evidence to address unre-
solved issues that appeared in the first stage, and
repeats the process. At each stage, the evidence
and the theory shape each other. This is called
successive approximatior because the modified
concepts and the model approximate the full ev-
idence and are modified over and over to be-
come successively more accurate.

Each pass through the evidence is provi-
sional or incomplete. The concepts are abstract,
but they are rooted in the concrete evidence and
reflect the context. As the analysis moves toward
generalizations that are subject to conditions
and contingencies, the researcher refines gener-
alizations and linkages to reflect the evidence
better. For example, a historical-comparative re-
searcher believes that historical reality is not
even or linear; rather, it has discontinuous stages
or steps. He or she may divide 100 years of his-
tory into periods by breaking continuous time
into discrete units or periods and define the pe-
riods theoretically. Theory helps the researcher
identifrwhat is significant and what is common
within periods or between different periods.

The researcher cannot determine the num-
ber and size ofperiods and the breaks between
them until after the evidence has been examined.
He or she may begin with a general idea of how
many periods to create and what distinguishes
them but will adjust the number and size of the
periods and the location of the breaks after re-
viewing the evidence. The researcher then reex-
amines the evidence with added data, readjusts
the periodization, and so forth. After several cy-
cles, he or she approximates a set of periods in
100 years on the basis ofsuccessively theorizing
and looking at evidence.

The ll lustrative Method

Another method of analysis uses empirical evi-
dence to illustrate or anchor a theory. With the
illustrative method, a researcher applies theory to
a concrete historical situation or social setting,
or organizes data on the basis of prior theory.
Preexisting theory provide s the emp ty b o xes. The
researcher sees whether evidence can be gath-
ered to fill them. The evidence in the boxes con-
firms or rejects the theory, which he or she treats
as a useful device for interpreting the social
world. The theory can be in the form of a general
model, an analogy, or a sequence of steps.

There are two variations of the illustrative
method. One is to show that the theoretical
model illuminates or clarifies a specific case or
single situation. A second is the parallel demon-
stration of a model in which a researcher juxta-

poses multiple cases (i.e., units or time periods)
to show that the theory can be applied in multi-
ple cases. In other cases, the researcher illustrates
theory with specific material from multiple
cases. An example of parallel demonstration is
found in Paige's (1975) study ofrural class con-
flict. Paige first developed an elaborate model of
conditions that cause class conflict, and then
provided evidence to illustrate it from Peru, An-
gola, and Vietnam. This demonstrated the ap-
plicability of the model in several cases. (See Box
13.2 for a summary of qpes.)

1. The narrative. Tell a detailed story about a par-
ticular slice of social l i fe.

2. ldeal types. Compare qualitative data with a pure
model of social l i fe.

3. Successive approximation Repeatedly move back
and forth between data and theory, unti l the
gap between them shrinks or disappears.

4. The illustrative method. Fill the "empty boxes" of
theory with qualitative data.
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oTHER TECHNTQUES

Qualitative researchers use many analvsis tech-
niques. Here is a brieflook at other techniques to
illustrate the variety.

Network Analysis

The idea of social networks was discussed with
network theory and with snowball sampling.
Qualitative researchers often "map" the connec-
tions among a set of people, organizations,
events, or places. Using sociograms and similar
mapping techniques, they can discover, analyze,
and display sets of relations. For example, in a
company, Harry gives Sue orders, Sue and Sam
consult and help one another. Sam gets materi-
als from Sandra. Sandra socializes with Mary.
Researchers find that networks help them see
and understand the structure of complex social
relations.

Time Allocation Analysis

Time is an important resource. Researchers ex-
amine the waypeople or organizations spend or
invest time to reveal implicit rules of conduct or
priorities. Researchers document the duration
or amount of time devoted to various activities.
Qualitative researchers examine the duration or
amount of time deyoted to activities. An analysis
ofhow people, groups, or organizations allocate
the valuable resources they control (such as
time, space, money, prestige) can reveal a lot
about their real, as contrasted with officially pro-
fessed, priorities. Often, people are unaware of
or do not explicitlyacknowledge the importance
of an activity on which they spent time. For ex-
ample, a researcher notices that certain people
are required to wait before seeing a person,
whereas others do not wait. The researcher may
analyze the amount of time, who waits, what
they do while waiting, and whether they feel
waiting is just. Or the researcher documents that
people say that a certain celebration in a corpo-
ration is not important. Yet, everyone attends

and spends two hours at the event. The collective
allocation of two hours during a busy week for
the celebration signals its latent or implicit im-
portance in the culture of the corporation.

Flowchart and Time Sequence

In addition to the amount of time devoted to
various activities, researchers analyze the order
of events or decisions. Historici researchers
have traditionally focused on documenting the
sequence of events, but comparative and field re_
searchers also look at flow or sequence. In addi_
tion to when events occur, researchers use the
idea of a decision tree or flowchart to outline the
order ofdecisions, to understand how one event
or decision is related to others. For example, an
activity as simple as making a cake can bi out_
lined (see Figure 13.3). The idea of mapping out
steps, decisions, or events and looking at their
interrelationship has been applied to many
settings.

Multiple Sorting Procedure

Multiple sorting is a technique similar to do-
main analysis that a researcher can use in field
research or oral history. Its purpose is to dis-
cover how people categorize their experiences or
classifi items into systems of "similai', and ..dif-
ferent." The multiple sortingprocedure has been
alopted by cognitive anthropologists and psy-
chologists. It can be used to collect, verift, oian-
alyze data. Here is how it works. The reiearcher
gives those being studied a list of terms, photos,
places, names of people, and so on, and asks
them to organize the lists into categories or piles.
The subjects or members use categories of their
own devising. Once sorted, the researcher asks
about the criteria used. The subjects are then
given the items again and asked to sort them in
other ways. There is a similarity to Thurstone
scaling in that people sort itemi, but here, the
number of piles and type of items differ. More
significantly, the purpose of the sorting is not to
create a uniform scale but to discover the variety
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FIGURE 13.3 Partial Flowchart of Cake Making

LowerTemp. Put Cake
in Oven

of ways people understand the world. For exam-
ple (Canter et al., 1985:90), a gambler sorts a list
of eight gambling establishments five times.
Each sort has three to four categories. One of the
sorts organized them based on "class ofcasino"
(high to low). Other sorts were based on "frills,"
"size of stake," "make me money," and "per-
sonal preference." By examining the sorts, the
researcher sees how others organize their worlds.

Diagrams

Qualitative researchers have moved toward pre-
senting their data analysis in the form of dia-
grams and charts. Diagrams and charts help
them organize ideas and systematically investi-
gate relations in the data, as well as communi-
cate results to readers. Researchers use spatial or
temporal maps, typologies, or sociograms.

Quantitative researchers have developed
many graphs, tables, charts, and pictorial devices
to present information. Miles and Huberman
(1994) argued that data display is a critical part

Raise/Set Temo

of qualitative analysis. In addition to tax-
onomies, maps, and lists, they suggested the use
of flowcharts, organizational charts, causal dia-
grams, and various lists and grids to illustrate
analysis (see Figure 13.4).

SOFTWARE FOR QUALITATIVE
DATA

Quantitative researchers have used computers
for nearly40 years to generate tables, graphs, and
charts to analyze and present numerical data. By
contrast, qualitative researchers moved to com-
puters and diagrams only in the past decade. A
researcher who enters notes in a word-process-
ing program may quickly search for words and
phrases that can be adapted to coding data and
linking codes to analytic memos. Word process-
ing can also help a researcher revise and move
codes and parts offield notes.

New computer programs are continuously
being developed or modified, and most come

Check Temp. of Oven
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FIGURE 1 3.4
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with highly detailed and program-specific user
manuals. The reviewhere does not go into detail
about specific software. It covers only the major
approaches to qualitative data analysis at this
time.

Some programs perform searches of text
documents. What they do is similar to the
searching function available in most word-pro-
cessing software. The specialized text retrieval
programs are faster and have the capability of
finding close matches, slight misspellings, simi-
lar-sounding words, and synonyrns. For exam-
ple, when a researcher looks for the keyword
boat, the program might also tell whether any of
the following appeared: ship, battleship, frigate,

rowboat, schooner, vessel, yacht, steamer, ocean
liner, tug, canoe, skffi cutter, aircraft carrier,
dinghy, scow, galley, ark, cruiser, destroyer, flag-
ship, and submarine. In addition, some pro-
grams permit the combination of words or
phases using logical terms (and, or, not) in rvhat
are called Boolean searches. For example, a re-
searcher may search long documents for rvhen
the keywords college student and drinking and
smoking occur within four sentences of one an-
other, but only when the word fraterniq' is not
present in the block oftext. This Boolean search
uses and to seek the intersection of college stu-
dent with either of two behaviors that are con-
nected by the logical terr.rr or, n'hereas the logical
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search word rof excludes situations in which the
ter m fr aternity app ear s.

Most programs show the keyword or phrase
and the surrounding text. The programs may
also permit a researcher to write separate memos
or add short notes to the text. Some programs
count the keywords found and give their loca-
tion. Most programs create a very specific index
for the text, based only on the terms of interest
to the researcher.

Textbase managers are similar to text re-
trieval programs. The key difference is their abil-
ity to organize or sort information about search
results. They allow researchers to sort notes by a
key idea or to add factual information. For ex-
ample, when the data are detailed notes on inter-
views, a researcher can add information about
the date and length ofthe interview, gender of in-
terviewee, location of interview, and so on. The
researcher can then sort and organize each inter-
view or part of the interview notes using a com-
bination of keywords and added information.

In addition, some programs have Hpertext
capability. Hypertext is a way of linking terms to
other information. It works such that clicking
the mouse on one term causes a new screen (one
that has related information) to appear. The re-
searcher can identifykeywords or topics and link
them together in the text. For example, a field
researcher wants to examine the person Susan
and the topic of hair (including haircuts, hair-
styles, hair coloring, and hats or hair covering).
The researcher can use Hypertext to connect all
places Susan's name appears to discussions of
hair. By the mouse clicking on Susan's name,
one block of text quickly jumps to another in the
notes to see all places where Susan and the hair
topic appear together.

Code-and-retrieve programs allow a re-
searcher to attach codes to lines, sentences, para-
graphs, or blocks of text. The programs may
permit multiple codes for the same data. In ad-
dition to attaching codes, most programs also al-
low the researcher to organize the codes. For
example, a program can help a researcher make
outlines or "trees" of connections (e.g., trunks,

branches, and twigs) among the codes, and
among the data to which the codes refer. The
qualitative data are rearranged in the program
based on the researcher's codes and the relations
among codes that a researcher specifies.

coNctustoN
In this chapter, you have learned how re-
searchers analyze qualitative data. In many re-
spects, qualitative data are more difficult to deal
with than data in the form of numbers. Num-
bers have mathematical properties that let a re-
searcher use statistical procedures. Qualitative
analysis requires more effort by an individual re-
searcher to read and reread data notes, reflect on
what is read, and make comparisons based on
logic and judgment.

Most forms of qualitative data analysis in-
volve coding and writing analltic memos. Both
are labor-intensive efforts by the researcher to
read over data carefully and think about them
seriously. In addition, you learned about meth-
ods that researchers have used for the analysis of
qualitative data. They are a sample of the many
methods of qualitative data analysis. You also
learned about the importance of thinking about
negative evidence and events that are not pre-
sent in the data.

This chapter ends the section ofthe book on
research design, data collection, and dataanaly-
sis. Social research also involves preparing re-
ports on a research project, which is addressed in
the next chapter.

Key Terms

axial coding
emptyboxes
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narrative history
open coding
selective coding
successive approximation
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INTRODUCTION

The previous chapters have looked at how to de-

sign studies, gather data, and analyze the data'

Y!t, a research project is not complete until the

researcher shares the results with others' Com-

municating results and how a study was con-

ducted wiih others is a critical last step in the

research process. It is usually in the form of a

written report. Chapter 1 discussed how the sci-

entific community emphasizes that researchers

make public how they conducted their research

and their findings' In this chapter, you will learn

about writing a report on one's research'

THE RESEARCH REPORT

Why Write a RePolt?

After a researcher completes a project or a sig-

nificant phase of alatge project, it is time- to

commun-icate the findings to others through a

research report. You can learn a lot about writ-

ing a research report by reading many reports

"n? 
t"kittg a course in scientific and technical

writing.
A.-research report is a written document (or

oral presentation based on a written document)

thatiommunicates the methods and findings of

a research project to others. It is more than a

summary of fittdittgt; it is a record of the re-

search pio..tt. A researcher cannot wait until

the research is done to think about the report; he

or she must think ahead to the report and keep

carefi.rl records while conducting research' In ad-

dition to findings, the report includes the rea-

sons for initiating the project, a description of

the project's steps, a presentation of data, and a

disclssion ofhow the data relate to the research

question or toPic.
The report tells others what you, the re-

searcher, did, and what you discovered' In other

words, the research report is a way of dissemi-

nating knowledge. As you saw in Chapter. l,-the

..r.ui.h ,.port plays a significant role in binding

together the scientific community' Other rea-

sois fo, writing a rePort are to fulfill a class or

job assignment, to meet an obligation to an or-

eanirat[n that paid for the research, to persuade

i professional group about specific aspects of a

p-Ut.-, or to iell the general public about find-

ings. Communicating with the general public is

raiely the primary method for communication

of scientific results; it is usually a second stage of

dissemination.

The Writing Process

Your Audience, Professional writers say: AI-

ways know for whom you are writing' This-is be-

.uor. .o*rrrunication is more effective when it

is tailored to a specific audience' You should

write a research report differently depending on

whether the primary audience is an instructor'

students, professional social scientists, practi-

tioners, oi the general public' It goes without

saying that the writing should be clear, accurate'

and organized.
Initructors assign a report for different rea-

sons and may place requirements on how rt rs

written. In geniral, instructors want to see writ-

ing and an6tganization that reflect clear' logical

thinking. Student reports should demonstrate a

solid gr"asp of substantive and methodological

.orr..!tr. A good way to do this is to use techni-

cal terms Jxpficitty when appropriate; .they
should not be used excessively or incorrectly'

When writing for students, it is best to de-

fine technical terms and label each part of the re-

port. The discussion should proceed in a logical'

step-by-step manner with many specific exam-

pl.t. Ut" siraight-forward language to explain

irow and why you conducted the various steps of

the research project. One strategy is to begin

with the reseaich question, then structure the re-

port as an answer.
Scholars do not need definitions oftechnical

terms or explanations of why standard 
-ploce-

dures (e.g., iandom sampling) were used' They

are intere-sted in how the research is linked to ab-

stract theory or previous findings in the litera-
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ture. They want a condensed, detailed descrip-
tion ofresearch design. They pay close attention
to how variables are measured and the methods
of data collection. Scholars like a compact,
tightly written, but extensive section on data
analysis, with a meticulous discussion of results.

Practitioners prefer a short summary of how
the studywas conducted and results presented in
a few simple charts and graphs. They like to see
an outline of alternative paths of action implied
by results with the practical outcomes of pursu-
ing each path. Practitioners must be cautioned
not to overgeneralize from the results of one
study. It is best to place the details of research
design and results in an appendix.

When writing for the general public, use
simple language, provide concrete examples,
and focus on the practical implications of find-
ings for social problems. Do not include details
of research design or of results, and be carefirl
not to make unsupported claims when writing
for the public. Informing the public is an impor-
tant service, which can help nonspecialists make
better judgments about public issues.

Style and Tone. Research reports are written
in a narrow range of styles and have a distinct
tone. Their purpose is to communicate clearly
the research method and findings.

Style refers to the types ofwords chosen by
the writer and the length and form of sentences
or paragraphs used. Tone is the writer's attitude
or relation toward the subject matter. For exam-
ple, an informal, conversational sryle (e.g., collo-
quial words, idioms, clich6s, and incomplete
sentences) with a personal tone (e.g., these are
my feelings) is appropriate for writing a letter to
a close friend, but not for research reports. Re-
search reports have a formal and succinct (say-
ing a lot in few words) style. The tone expresses
distance from the subject matter; it is profes-
sional and serious. Fieid researchers sonietimes
use an informal style and a personal tone, but
this is the exception. Avoid moralizing and flow-
ery language. The goal is to inform, not to advo-
cate a position or to entertain.
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A research report should be objective, accu-
rate, and clear. Check and recheck details (e.g.,
page references in citations) and fully disclose
howyou conducted the research project. If read-
ers detect carelessness in writing, they may ques-
tion the research itself. The details ofa research
project can be complex, and such complexity
means that confusion is always a danger. It
makes clear writing essential. Clear writing can
be achieved by thinking and rethinking the re-
search problem and design, explicitly defining
terms, writing with short declarative sentences,
and limiting conclusions to what is supported by
the evidence.

Organizing Thoughts. Writing does not hap-
pen magically or simply flow out of a person
when he or she puts pen to paper (or fingers to
keyboard) although many people have such an
illusion. Rather, it is hard work, involving a se-
quence ofsteps and separate activities that result
in a final product. Writing a research report is
not radically different from other types of writ-
ing. Although some steps differ and the level of
complexity may be greater, most of what a good
writer does when writing a long letter, a poem, a
set of instructions, or a short story applies to
writing a research report.

First, a writer needs something about which
to write. The "something" in the research report
includes the topic, research question, design and
measures, data collection techniques, results,
and implications. With so many parts to write
about, organization is essential. The most basic
tool for organizing writing is the outline. Out-
lines help a writer ensure that all ideas are in-
cluded and that the relationship between them is
clear. Outlines are made up of topics (words or
phrases) or sentences. Most of us are familiar
with the basic form of an outline (see Figure
r4. l ) .

Outlines can help the writer, but they can
also become a barrier if they are used improp-
erly. An outline is simply a tool to help the writer
organize ideas. It helps (1) put ideas in a se-
quence (e.g., what will be said first, second, and
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FIcURE I  4.1 FormofOut l ine

l. First maior topic
A. Subtopic of topic I

1 . Subtopic of A
a. SubtoPic of 1
b. SubtoPic of "l

(1) SubtoPic of b
(2) SubtoPic of b

(a) SubtoPic of (2)
(b) SubtoPic of (2)

i. Subtopic of (b)
ii. Subtopic of (b)

2. Subtopic of A
B. Subtopic of toPic I

ll. Second maior toPic

One of the most imPortant
Second level of imPortance
Third level of importance
Fourth level of imPortance

Fifth level of importance

Sixth level of imPortance

Seventh level of imPortance

Third level of imPortance
Second level of imPortance
One of the most imPortant

third); (2) group related ideas together (e.g.,

these are similar to each other but they differ
from those); and (3) separate the more general'
or higher-level, ideas from more specific ideas,
and the specific ideas from very specific details.

Some students feel that they need a com-
plete outline before writing, and that once an
outline is prepared, deviations from it are im-
possible. Few writers begin with a complete out-
iine. The initial outline is sketchy because until
you write everything down, it is impossible to
put all ideas in a sequence' group them together,
or separate the general from the specific. For
most writers, new ideas develop or become
clearer in the process of writing itself.

A beginning outline may differ from the fi-
nal outline by more than degree of complete-
ness. The process of writing may not only reveal
or clarifr ideas for the writer but it will also stim-
ulate new ideas, new connections between ideas,
a different sequence, or new relations between
the general and the specific. In addition, the
process of writing may stimulate reanalysis or a
ieexamination of the literature or findings. This
does not mean beginning all over again. Rather,
it means keeping an open mind to new insights
and being candid about the research project.

Back to the Library. Few researchers finish

their literature review before completing a re-

search project. The researcher shouldbe familiar

with the literature before beginning a project,

but will need to return to the literature after

completing data collection and analysis, for sev-

eral reasons. First, time has passed between the

beginning and the end ofa research project, and

nei studies may have been published' Second,

after completing a research project, a researcher
will know better what is or is not central to the

study and may have new questions in mind

when rereading studies in the literature. Finally,

when writing the report' researchers may find

that notes are not complete enough or a detail is

missing in the citation of a reference source (see

Box t+.t). The visit to the library after data col-

lection is less extensive and more selective or fo-

cused than that conducted at the beginning of

research.
When writing a research report, researchers

frequently discard some of the notes and sources

thai were gathered prior to completing the re-

search project. This does not mean that the ini-

tial library work and literature review were a

waste of time and effort. Researchers expect that

some of the notes (e.g., 25 percent) taken before
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Books

First-Edition Books
Ef iasoph, Nina. 1 9 9 8. A voiding politics: How Americans

Produce Apathy in Everyday Lrle. New york Cam_
bridge University Press.

Glynn, CarrollJ., Susan Herbst, Carrett J. O'Keefe and
Robert Y. Shapiro. I 999 . pubtic Opinion. Boulder,
CO: Westview Press.

Later Editions of Books
Portes, Alejandro and Ruben G. Rumbaut. I 995.

lmmigrantAmerica: A portrait, 2d ed. Berkelev:Uni_
versity of California press.

[Abbreviations are 2d ed., 3d ed., Rev. ed., 2 vols.]

OneVolume of Multivolume Book
Marx, Karl. [I 8 8 Z] 1 9 67 . Capital: Citique of potitical

Economy, Volume I , The process of Capitatist pro_
duction. Translated by Frederick Engles. Reprint.
New York International publishers.

Translated Books
Durkheim, Emile. 1 933.The Division of Labor in Soci_

ety. Translated by George Simpson. New york:
Free Press.

Weber, Max. 1 9 5 8. The protestant Ethic and the Soint
of Capitalism. Translated by Talcott parsons. New
York Charles Scribner's Sons.

Edited Books
Danziger, Sheldon and Peter Cottschalk, eds. 1 995.

Uneven Tides: Rising Inequality in America. New
York Russell Sage Foundation.

Republished Books
Mason, Edward S. [1 952] 1964. Economic Concen_

tration and the Monopoly problem. Reprint. New
York Atheneum.

Articles from Books or Scholarly fournals
Wright, Erik Olin. 1 992. "Rethinking, Once Again, the

Concept of Class Structure." pp. 4l_72 in
Reworking C/ass, edited by J. Hall. lthaca: Cornell
Universitv Press.

Van Tubergen, Frank.2OO5. ,,Self Employment of lm_
migrants: A Cross-National Study of I Z Western
Societies." Social Forces B4l 09 _32.

[Note: Omit issue number except when each issue is
renumbered beginning with page 1. Then give vol_
ume(issue):pages-for example, g4 (2)l O; 43.1

Articles from Magazines and Newspapers
Janofsky, Michael. "shortage of Housing for poor

Crows in the U.S." New york Times\April 29,
I  998),  p.  A1 4.

Nichols, John. 1998. "How Al Core Has lt Wired,,
_ Nation 267 Quly 20, 1998): j t _t 6.
|t is not always necessary to include page numbers
for newspapers].

Book Reviews

Academic lournals
Bergen, Raquel Kennedy. 1 99g. Review of AWoman

Scorned: Acquaintance Rape on Trial, by peggy

l:I:t - 
Sanday. Contemporary iorioiogy

27:98-99.

Popular Magazines
Wolfe, Alan. 200.|. Review of Heaven Below: Earlv pen_

tacostals and Ameican Culture, by Grant W'acker.
New Republic,225 (September I 0):59_62.

Government Documents
U.S. Bureau of Census. 2006. Statrstical Abstract of

the United States, l2Sth ed. Washington DC: U.S.
Covern ment printing Office.

Doctoral Dissertations and Theses
King, AndrewJ.1976. "Law and Land Use in Chicago:

A Pre-History of Modern Zoning." ph.D. disserta_
tion, Department of Sociology, University of Wis_
consin, Madison, Wl.

Unpublished Papers, policy Reports and
Presented Papers
Haines, Herbert H. 1 980. ,.ldeological 

Distribution
and Racial Flank Effects in Social Movements" pre_
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sented at the annual meeting ofthe American So-

ciological Association, August, New York City.

lnternet Sources

[Note: The date retrieved is the date that the reader

located and read the work on the lnternet.]

Announcement or Personal Home Page
American Sociological Association 1999. Journals

and Newsletters. Retrieved January 16, 1999'

http:,/www.asanet.orglPu bslpublicat.html

O n - Line J ournal Article
Sosteric, Mike, Mike Cismondi and Gina Ratkovic'

1 998. "The University, Accountability, and Mar-

ket Discipline in the Late 1 990s"' Electronic Jour-

nal of SociologSr April 1 9 8 8, Vol. 3. Retrieved Jan-
uary 1 5, 1 9 9 9. http:/ /www.sociology. org/ con-

tenVvol00 3.00 3/sosteric.html

Newspaper Article
Lee, Don. 

.l 
999. "State's Job Crowth Hits Unex-

pected Cold Spell." Los Angeles Times ()anuary

1 6). Retrieved January 16, 1999' http:/,/www'

latimes.comlHOM E/BUSI N ESS/topstory'html

Journal Abstract or Book Review

Stanbridge, Karen. 2005. Review of The

New Transnational Activism by Sidney Tarrow'

Canadian Journal of Sociologlt Online. Retrieved

January 12, 2006. http://www.cjsonline'ca,/
reviews/transnatl.html'

completing the project will become irrelevant as

the project gains focus' They do not include
notes or references in a report that are no longer
relevant, for they distract from the flow of ideas
and reduce clarity.

Returning to the library to verifr and ex-
pand references focuses ideas. It also helps avoid
plagiarism. Plagiarism is a serious form of cheat-
ing, and many universities expel students caught
engaging in it. Ifa professional ever plagiarizes in

a scholarly journal, it is treated as a very serious
offense. Take careful notes and identifrthe exact
source ofphrases or ideas to avoid unintentional
plagiarism. Cite the sources of both directly
quoted words and paraphrased ideas. For direct
quotes, include the location of the quote with
page numbers in the citation.

Using another's written words and failing to
give credit is wrong, but paraphrasing is less

clear. Paraphrasingis not using another's exact
words; it is restating another's ideas in your own
words, condensing at the same time. Researchers
regularly paraphrase, and good paraphrasing re-

quires a solid understanding of what is being

paraphrased. It means more than replacing an-

othei's words with q'nonyms; paraphrasing is

borrowing an idea, boiling it down to its essence,
and giving credit to the source.

Steps in Writing

Writing is a process. The way to learn to write

is by writing. It takes time and effort, and it

improves with practice. There is no single cor-

rectway to write, but some methods are asso-

ciated with good writing. The process has

three stePs:

!. Prewriting. Prepare to write by arranging
notes on the literature, making lists of ideas'

outlining, completing bibliographic cita-
tions, and organizing comments on data
analysis.

2. Composing. Get your ideas onto paper as a

first draft by freewriting' drawing up the
bibliography and footnotes, preparing data
for presentation' and forming an introduc-
tion and conclusion.
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3. Rewriting. Evaluate and polish the report by
improving coherence, proofreading for me-
chanical errors, checking citations, and re-
viewing voice and usage.

Manypeople find that getting srarted is dif-
ficult. Beginning writers often jump to the sec-
ond step and end there, whicli results in
poor-quality writing. prewriting means that a
writer begins with a file folder full of notes, out_
lines, and lists. You must think about the form of
the report and audience. Thinking time is im-
portant. It often occurs in spurts over a period of
time before the bulk of composing begins.

.- Some people become afflicted with a strange
ailment calledwriter's blockwhen they sit down
to compose writing. It is a temporary inability to
write when the mind goes blank, the fingers
fr-eeze, and panic sets in. Writers from beginiers
through experts occasionally experience it. If
you experience it, calm down and work on over-
coming it.

Numerous writers begin to compose by
freewriting-that is, they sit down and write
down everything they can as quickly as it enters
the mind. Freewriting establishes a link between
a rapid flow of ideas in the mind and writing.
When you freewrite, you do not stop to reread
what you wrote, you do not ponder the best
word, you do notworryabout correct grammar,
spelling, or punctuation. you just put ideas on
paper as quickly as possible to get and keep the
creative juices or ideas flowing. you can later
clean up what you wrote.

Writing and thinking are so intertwined
that it is impossible to knowwhere one ends and
the other begins. This means that if you plan to
sit and stare at the wall, the computer output,
the slqy, or whatever until all thoughts become
totally clear before beginning, you may not get
allthing written. Writing itself can ignite the
thinking process.

Rnwiting. Perhaps one in a million writers is a
creative genius who can produce a first draft that
communicates with astounding accuracy and

clarity. For the rest of us mortals, writing means
that rewriting-and rewriting again_ii neces_
sary. For example, Ernest Hemingway is re_
ported to have rewritten the end ol paiewelt to
Arms 39 times. It is not unusual for a profes_
sional researcher to rewrite a report i d.or"n
times. Do not become discouragej. If anything,
rewriting reduces the pressure; it means you can
start writing soon and get out a rough diaft that
you can polish later. plan to rewrite a draft at
least three or four times. A draft is a complete re_
port, from beginning to end, not a few rough
notes or an outline.

Rewriting helps a writer express himself or
h.erself with a greater clarity, smlothness, preci_
sion, and economy of words. When rewriting,
the focus is on clear communication, not
pompous or complicated language. Rewriting
means slowly reading what you have written and,
if necessary reading out loud to see if it sounds
right. It is a good idea to share your writing with
others. Professional writers often have Jth.r,
read and criticize their writing. Newwriters soon
learn.that_friendly, constructive criticism is very
valuable. Sharing your writing with others may
be difficult at first because ii means exposing
y_our written thoughts and encouraging criiicism.
Yet, the purpose of the criticism is to clarifrwrit_
ing, and the criric is doing you a favor.

- 
Rewriting involves two processes: revising

and. editing. Revising is inserting new ideas,
SddtT supporting evidence, deleting or chang_
ing ideas, moving sentences u.o.rrrd to clari!,
meaning, or strengthening transitions and links
between ideas. Editing means cleaning up and
tightening the more mechanical aspecti of writ_
ing, such as spelling, grammar, usage, verb tense,
sentence length, and paragraph organization.
When you rewrite, go over a draft and revise it
brutallyto improve it. This is easier if some time
passes between a draft and rewriting. phrases
that seemed satisfactory in a draft 

"mav 
look

fuzzy or poorly connected after a week or two
(see Box 14.2).

if you have not acquired typing skills,
it is a good idea to type and print out it le-ast one
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1. Mechanics. Check grammar, spell ing, punctua-

tion, verb agreement, verb tense, and verb,/sub-
ject separation with each rewrite' Remember

that each time new text is added, new errors can

creep in. Mistakes are not only distracting but

they also weaken the confidence readers place

in the ideas you exPress.

2. lJsage. Reexamine terms, especially key terms'

when rewriting to see whether you are using the

exact word that expresses your intended mean-

ing. Do not use technical terms or long words

unnecessarily. Use the plain word that best ex-

presses meaning. Get a thesaurus and use it. A

thesaurus is an essential reference tool, like a dic-

tionary, that contains words of similar meaning

and can help you locate the exact word for a

meaning you want to express. Precise thinking

and expression requires precise language. Do

not say averate if you use lhe mean. Do not say

mankind or policeman when you intend people or

police officer. Do not use principal for principle'

3. Voice. Writers of research reports often make

the mistake of using the passive instead of the

active voice. lt may appear more authoritative,

but passive voice obscures the actor or subject

of action. For example, the passive, The relation-

ship between grade in school and more definite ca-

reer plans was confirmed by the data is better

stated as the active, The data confirm the rela-

tionship between grade in school and more definite

ca reer pl a ns. The passive, Res pond ent attitu d e to -

ward abortion was recorded by an intewiewer reads

easier in the active voice: An intewiewer recorded

respondent attitude toward abortion' Also avoid

unnecessary qualifying language, such as seems

to or apPears to.

4. Coherence. Sequence, steps, and transitions

should be logically tight. Try reading the entire

report one paragraph at a time. Does the para-

graph contain a unified idea? A topic sentence?

ls there a transition between paragraphs within

the report?

5. Repetition. Remove repeated ideas, wordiness,

and unnecessary phrases. ldeas are best stated

once, forcefully, instead of repeatedly in an un-

clear way. When revising, eliminate deadwood

(words that add nothing) and circumlocution

(th" ,t" of several words when one more precise

word will do). Directness is preferable to wordi-

ness. The wordy phrase ,To summarize the above,

it is our conclusion in light of the data that X has a

positive effect of considerable magnitude on the oc-

currence of Y, notwithstanding the fact that Y oc-

curs only on rare occasions, is better stated, h

sum, wi conclude that X has a large positive effect

onY, butY occurs infrequentlY.

6. Structure. Research reports should have a trans-

parent organization. Move sections around as

necessary to fit the organization better, and use

headings and subheadings. A reader should be

able to follow the logical structure of a report'

7. Abstraction A good research report mixes ab-

stract ideas and concrete examples' A long

string of abstractions without the specifics is dif-

ficult to read' Likewise, a mass of specific con-

crete details without periodic generalization also

loses readers.

8. Metaphors. Many writers use metaphors to ex-

press ideas. Phrases like the cutting edge, the bot-

tom line, and penetrating to the heart are used to

express ideas by borrowing images from other

contexts. Metaphors can be an effective method

of communication, but they need to be used

sparingly and with care. A few well-chosen, con-

sistently used, fresh metaphors can communi-

cate ideas quickly and effectively; however, the

excessive use of metaphors, especially overused

metaphors (e.g., the bottom line), is a sloppy,

unimaginative method of expression'
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draft before the final draft. This is because it is
easier to see errors and organization problems in
a clean, typed draft. Feel free to cui and paste,
cross out words, or move phrases on the printed
copy.

Good keyboarding skills and the ability to
use a word processor are extremely valuable
when writing reports and other documents. Se_
rious professionals find that the time they invest
into building keyboard skills and learning to use
1 word processor pays huge dividendi later.
Word processors not only make editing much
easier but they also check spelling and oFer syn_
olyms. In addition, there are programs that
check grammar. you cannot rely oi the com_
puter program to do all the work, but it makes
writing easier. The speed and ease that a word
processor offers is so dramatic that few people
who become skilled at using one ever go back to
writing by hand or tlping.

One last suggestion: Rewrite the introduc_
tion and title after completing a draft so that they
accurately reflect what is said. Titles should be
short and descriptive. They should communi_
cate the topic and the major variables to readers.
They can describe the type of research (e.g., .,An
experiment on . . .") but should not have.r.,rr.._
essary words or phrases (e.g., ,.Art investigation
intothe.. . " ) .

The Quantitative Research Report

The principles of good writing apply to all re_
portg but the parts of a report differ depending
on whether the research is quantitative or quall_
tative. Beforewriting anyreport, read repori, on
the same kind of research for models.

We begin with the quantitative research re_
port. The sections of the report roughly follow
the sequence ofsteps ofa research p.:oject.

Abstract or Executive Summary, euantitative
research reports usually begin with a short sum_
mary or abstract. The size of an abstract varies: it
can be as few as 50 words (this paragraph has 90
words) or as long as a full page. Most scholarly

journal articles have abstracts that are printed on
the first page of the article. The abstract has rn_
formation on the topic, the research prJl"-,
the basic findings, and any unusual research de_
sign or data collection features.

^ 
Reports ofapplied research that are written

for practitioners have a longer summary called
the executiye sumffiary. It contains more detail
than an article abstract and includes the implica_
tions of research and majoruecommendairons
made in the report. Although it is longer than an
abstract, an executive summary rare-ly exceeds
four or five pages.

Abstracts and executive summaries serye
several functions: For the less interested reader,
they tell what is in a report; for readers looking
for specific information, theyhelp the reader de_
termine whether the full report contains impor_
tant information. Readers use the abstract or
summary to screen information and decide
whether the entire reporr should be reud. Iisirres
serious readers who intend to read the frrI re_
port a quick mental picture of the report, which
makes reading the report easier and faster.

P-resenting the problem. The first section of
the report defines the research problem. It can
be placed in one or more sections with titles such
as "Introduction," "Problem Definition,,',.Lit-
erature Rgvier,-va" "Hypotheses,,, or ..Background
Assumptions." Although the subheadirjr rrury
the contents include a statement of the rlsearch
problem and a rationale for what is being exam_
ined. Here, researchers explain the sifficance
of and provide a background to the"research
question. They explain the significance of the re_
search by showing how diffeient solutions to the
problem lead to different applications or theo_
retical conclusions. Introductory sections fre_
qugntly include a context literature review and
link the problem to theory. Introductory sec_
tions also define key concepts and present con_
ceptual hypotheses.

Describing the Methods. The next section of
the report describes howthe researcher designed
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the study and collected the data. It goes by sev-
eral names (e.g., "Methods," "Research Design,"
or "Data") and may be subdivided into other
parts (e.g., "Measures," "Sampling," or "Manip-
ulations"). It is the most important section for
evaluating the methodology of the project. The
section answers several questions for the reader:

1. What type of study (e.g', experiment, sur-
vey) was conducted?

2. Exactly how were data collected (e.g.' study
design, type of suwey, time and location of
data collection, experimental design usedX

3. How were variables measured? Are the mea-
sures reliable and valid?

4. What is the sample? How many subjects or
respondents are involved in the study? How
were they selected?

5. How were ethical issues and specific con-
cerns of the design dealt with?

Results andTables. After describing how data
were collected, methods of sampling, and mea-
surement, you then present the data. This sec-
tion presents-it does not discuss, analyze, or
interpret-the data. Researchers sometimes
combine the "Results" section with the next sec-
tion, called "Discussion" or "Findings."

Researchers make choices in how to present
the data. When analyzing the data, they look at
dozens of univariate, bivariate, and multivariate
tables and statistics to get a feel for the data. This
does not mean that every statistic or table is in a
final report. Rather, the researcher selects the
minimum number of charts or tables that firlly
inform the reader and rarely present the raw data
itself. Data analysis techniques should summa-
rizethe data and test hypotheses (e.g., frequency
distributions, tables with means and standard de-
viations, correlations, and other statistics).

A researcher wants to give a complete pic-
ture of the data without overwhelming the
reader-not provide data in excessive detail nor
Dresent irrelevant data. Readers can make their

own interpretations. Detailed summary statistics

belong in appendixes.

Discussion, In the discussion section, re-

searchers give the reader a concise, unam-
biguous interpretation of its meaning. The

discussion is not a selective emphasis or partisan

interpretation; rather, it is a candid discussion of

what is in the "Results" section. The "Discus-

sion" section is separated from the results so that
a reader can examine the data and arrive at dif-
ferent interPretations.

Beginning researchers often find it difficult
to organize the "Discussion" section' One ap-
proach is to organize the discussion according to
hypotheses, discussing how the data relate to

eafh hypothesis. In addition, researchers should
discuss unanticipated findings, possible alterna-
tive explanations of results, and weaknesses or

limitations.

Drawing Conclusions. Researchers restate the

researchquestion and summarize findings in the

conclusion. Its purpose is to summatize the re-
port, and it is sometimes titled "summary'"

The only sections after the conclusion are

the references and appendixes. The "References"

section contains only sources that were referred

to in the text or notes of the report. Appendixes,
if used, usually contain additional information
on methods of data collection (e.g., question-

naire wording) or results (e.g'' descriptive statis-
tics). The footnotes or endnotes in quantitative
research reports expand or elaborate on infor-
mation in the text. Researchers use them spar-
ingly to provide secondary information that

clarifies the textbut might distract from the flow

of the reading.

The Qualitative Research RePort

Compared to quantitative research, it is more

difficult to write a report on qualitative social re-

search. It has fewer rules and less structure. Nev-

ertheless, the purpose is the same: to clearly



communicate the research process and the data
collected through the process.

Quantitative reports present hypotheses and
evidence in a logically tight and condensed sryle.
Bycontrast, qualitative reports tend to be longer,
and book-length reports are common. The
greater length is for five reasons:

1. The data in a qualitative report are more
difficult to condense. Data are in the form of
words, pictures, or sentences and include
many quotes and examples.

2. Qualitative researchers try to create a sub-
jective sense of empathy and understanding
among readers in addition to presenting
factual evidence and analytic interpreta-
tions. Detailed descriptions of specific set-
tings and situations help readers better
understand or get a feel for settings. Re-
searchers attempt to transport the reader
into the subjective world view and meaning
system ofa social setting.

3. Qualitative researchers use less standardized
techniques ofgathering data, creating ana-
lytic categories, and organizing evidence.
The techniques applied maybe particular to
individual researchers or unique settings.
Thus, researchers explain what they did and
why, because it has not been done before.

4. Exploring new settings or constructing new
theory is a common goal in qualitative re-
search. The development of new concepts
and the examination of relationships among
them adds to the length of reports. Theory
flows out of evidence, and detailed descrip-
tions demonstrate how the researcher cre-
ated interpretations.

5. Qualitative researchers may use more var-
ied and literary writing styles, which in-
creases length. Theyhave greater freedom to
employ literary devices to tell a story or re-
count a tale.

Field Research. Field research reports rarely
follow a fixed format with standard sections. and
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theoretical generalizations and data ar e not sep-
arated into distinct sections. Generalizations are
intertwined with the evidence, which takes the
form of detailed description with frequent
quotes.

Researchers balance the presentation ofdata
and analysis to avoid an excessive separation of
data from analysis, called the error of segregation.
This occurs when researchers separate data from
analysis so much that readers cannot see the
connection.l

The tone offield research reports is less objec-
tive and formal, and more personal. Field research
reports maybe written in the first person (i.e., us-
ing the pronoun 1) because the researcher was di-
rectly involved in the setting, interacted with the
people studied, andwas the measurement "instru-
ment." The decisions or indecisions, feelings, re-
actions, and personal experiences ofthe researcher
are parts ofthe field research process.

Field research reports often face more skep-
ticism than quantitative reports do. This makes
it essential to assess an audience's demands for
evidence and to establish credibilitv. The kev is
to provide readers with enough evidence so that
they believe the recounted events and accept the
interpretations as plausible. A degree ofselective
observation is accepted in field research, so the
critical issue is whether other observers could
reach the same conclusion if they examined the
same data.

Field researchers face a data reduction
dilemma when presenting evidence. Most data
are in the form of an enormous volume of field
notes, but a researcher cannot directly share all
the observations or recorded conversations with
the readers. For example, in their study of med-
ical students, Boys in White, Becker and col-
leagues (1961) had about 5,000 pages of
single-spaced field notes. Field researchers in-
clude only about 5 percent of their field notes in
a report as quotes. The remaining 95 percent is
not wasted; there is just no room for it. Thus,
writers select quotes and indirectly convey the
rest ofthe data to readers.
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There is no fixed organization for a field re-
search report, although a literature reyiew often
appears near the beginning. There are many ac-
ceptable organizational forms. Lofland (1976)
suggests the following:

1. Introduction
a. Most general aspects of situation
b. Main contours of the general situation
c. How materials were collected
d. Details about the setting
e. How the report is organized

2. The situation
a. Analytic categories
b. Contrast between situation and other sit-
uations
c. Development of situation over time

3. Strategies
4. Summary and implications

Devices for organizing evidence and analysis
also vary a great deal. For example, writers can
organize the report in terms of a natural history,
an unfolding of events as you discovered them,
or as a chronologl/, following the developmental
cycle or career ofan aspect ofthe setting or peo-
ple in it. Another possibility is to organize the re-
port as a zoom lens,beginning broadly and then
focusing increasingly narrowly on a specific
topic. Statements can move from universal
statements about all cultures, to general state-
ments about a specific cultures, to statements
about a specific cultural scene, to specific state-
ments about an aspect of culture, to specific
statements about specific incidents.

Field researchers also organize reports by
themes. A writer chooses between using abstract
analytic themes and using themes from the cate-
gories used by the people who were studied. The
latter gives readers a vivid description ofthe set-
ting and displays knowledge of the language,
concepts, categories, and beliefs of those beino
wdtre; about.T

Field researchers discuss the methods used
in the report, but its location and form vary. One
technique is to interweave a description of the

setting, the means of gaining access, the role of
the researcher, and the subject-researcher rela-
tionship into the discussion of evidence and
analysis. This is intensified if the writer adopts
what Van Maanen (1988:73) called a "confes-
sional" style of writing.

A chronological, zoom lens, or theme-based
organization allows placing the data collection
method near the beginning or the end. In book-
length reports, methodological issues are usually
discussed in a separate appendix.

Field research reports can contain transcrip-
tions of tape recordings, maps, photographs, or
charts illustrating analytic categories. They sup-
plement the discussion and are placed near the
discussion they complement. Qualitative field
research can use creative formats that differ
from the usual written text with examples from
field notes. Harper's (1982) book contains many
photographs with text. The photographs give a
visual inventory of the settings described in the
text and present the meanings of settings in the
terms of those being studied. For example, field
research articles have appeared in the form ofall
photographs, a script for aplay, or a documen-
taryfilm.3

Direct, personal involvement in the inti-
mate details of a social setting heightens ethical
concerns. Researchers write in a manner that
protects the privacy of those being studied and
helps prevent the publication of a report from
harming those who were studied. They usually
change the names of members and exact loca-
tions in field reports. Personal involvement in
field research leads researchers to include a short
autobiography. For example, in the appendix to
Street Corner Society, the author, William Foote
Whyte (1955), gave a detailed account ofthe oc-
cupations ofhis father and grandfather, his hob-
bies and interests, the jobs he held, how he
ended up going to graduate school, and how his
research was affected by his getting married.

Historical-Comparative Research, There is no
single way to write a report on historical-com-
parative research. Most frequently, researchers
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"tell a story'' or describe details in general ana-
lytic categories. The writing usually goes beyond
description and includes limited generalizations
and abstract concepts.

Historical-comparative researchers rarely
describe their methods in great detail. Explicit
sections of the report or an appendix that
describes the methods used are unusual. Occa-
sionally, a bookJength report contains a biblio-
graphic essay that discusses major sources used.
More often, numerous detailed footnotes or
endnotes describe the sources and evidence. For
example, a 2}-page report on quantitative or
field research typicallyhas 5 to 10 notes, whereas
an H-C research report of equal length mayhave
40 to 60 notes.

Historical-comparative reports can contain
photographs, maps, diagrams, charts, or tables of
statistics throughout the report and in the section
that discusses evidence that relates to them. The
charts, tables, and so forth supplement a discus-
sion or give the reader a better feel for the places
and people being described. They are used in con-
junction with frequent quotes as one among sev-
eral types of evidence. Historical-comparative
reports rarely summarize data to test specific hy-
potheses as quantitative research does. Instead,
the writer builds a web of meaning or descriptive
detail and organizes the evidence itself to convey
interpretations and generalizations.

There are two basic modes of organizing
H-C research reports: by topic and chronologi-
cally. Most writers mix the two types. For exam-
ple, information is organized chronologically
within topics, or organized by topic within
chronological periods. Occasionally other forms
of organization are used-by place, by individ-
sal person, or by major events. If the report is
truly comparative, the writer has additional op-
tions, such as making comparisons within top-
ics. Box 14.3 provides a sample of some
techniques used by historical-comparative re-
searchers to organize evidence and analysis.

Some H-C researchers mimic the quantita-
tive research report and use quantitative re-
search techniques. They extend quantitative

research rather than adopt a distinct historical-
comparative research method. Their reports fol-
lowthe model of a quantitative research report.

You learned about the narrative strategy of
qualitative data analysis in Chapter 13. Re-
searchers who use this strategy often adopt a
narrative style of report writing. Researchers
who use the narrative sryle organize their data
chronologically and try to "tell a story,, around
specific individuals and events.

The Research Proposal

What Is the Proposali A research proposal is a
document that presents a plan for a pioject to
reyiewers for evaluation. It can be a supervised
project submitted to instructors as part of an ed_
ucational degree (e.g., a master's thesis or a
Ph.D. dissertation) or it can be a research project
proposed to a funding agency.Its purpose is to
convince reyiewers that you, the researcher, are
capable of successfully conducting the proposed
research project. Reviewers have more confi-
dence_that a planned project will be successfirlly
completed if the proposal is well written and
organized, and if you demonstrate careful
planning.

The proposal is similar to a research report,
but it is written before the research proyect be-
gins. A proposal describes the research problem
and its importance, and gives a detailed account
of the methods that will be used and why they
are appropriate.

The proposal for quantitative research has
most of the parts of a research repore a title, an
abstract, a problem statement, a literature
review, a methods or design section, and a bibli-
ography. It lacks results, discussion, and conclu-
sion sections. The proposal has a plan for data
collection and analysis (e.g., types ofstatistics). It
frequently includes a schedule of the steps to be
undertaken and an estimate of the time required
for each step.

Proposals for qualitative research are more
difficult to write because the research Drocess it-
self is less structured and preplanrr"d. Th. ,.-
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1. Sequence. Historical-comparative researchers
are sensitive to the temporal order of events
and place a series of events in order to describe
a process. For example, a researcher studying
the passage of a law or the evolution of a social
norm may break the process into a set of se-
quential steps.

2. Comparison. Comparing similarities and differ-
ences lies at the heart of comparative-historical
research. Make comparisons explicit and identify
both similarities and differences. For example, a
researcher comparing the family in two historical
periods or countries begins by listing shared and
nonshared traits of the family in each setting.

3. Contingency. Researchers often discover that
one event, action, or situation depends on or is
conditioned by others. Outlining the l inkages of
how one event was contingent on others is crit-
ical. For example, a researcher examining the rise
of local newspapers notes that it depended on
the spread ofliteracy.

4. O i gi ns a nd consequences. H istorical -compa rative
researchers trace the origins ofan event, action,
organization, or social relationship back in time,
or follow its consequences into subsequent time
periods. For example, a researcher explaining the
end of slavery traces its origins to many move-
ments, speeches, laws, and actions in the pre-
ceding fifty years.

5. Sensitivity to incompatible meaning. Meanings
change over time and vary across cultures. His-
torical-comoarative researchers ask themselves
whether a word or social category had the same
meaning in the past as in the present or whether
a word in one culture has a direct translation in
another culture. For example, a college degree
had a different meaning in a historical era when
it was extremely expensive and less than 1 per-
cent of the I 8- to 22-year-old population re-
ceived a degree compared to the late twentieth

century, when college became relatively accessi-
ble.

6. Limited generalization. Overgeneralization is al-
ways a potential problem in historical-comPara-
tive research. Few researchers seek rigid, fixed
laws in historical, comparative explanation. They
qualify statements or avoid strict determination.
For example, instead of a blanket statement that
the destruction of the native cultures in areas
settled by European Whites was the inevitable
consequence of advanced technological culture,
a researcher may list the specific factors that
combined to explain the destruction in particu-
lar social-historical settings.

7. Association The concept of association is used
in all forms of social research. As in other areas,
historical-comparative researchers identify fac-
tors that appear together in time and place. For
example, a researcher examining a city's nine-
teenth-century crime rate asks whether years of
greater migration into the city are associated
with higher crime rates and whether those ar-
rested tended to be recent immigrants.

8. Part and whole. lt is important to place events in
their context. Writers of historical-comparative
research sketch l inkages between parts of a
process, organization, or event and the larger
context in which it is found. For example, a re-
searcher studying a particular political ritual in
an eighteenth-century setting describes how
the ritual fit within the eighteenth-century po-
lit ical system.

9. Analog. Analogies can be useful. The overuse of
analogy or the use of an inappropriate analogy
is dangerous. For example, a researcher exam'
ines feelings about divorce in country X and de-
scribes them as "l ike feelings about death" in
country Y. This analogy requires a description of
"feelings about death" in country Y.



1 O. Synthesi s. H istorica | -com pa rative resea rchers of -
ten synthesize many specific events and details
into a comprehensive whole. Synthesis results
from weaving together many smaller generaliza-
tions and interpretations into coherent main
themes. For example, a researcher studying the
French Revolution synthesizes specific general-
izations about changes in social structure, inter-
national pressures, agricultural dislocation,
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shifting popular beliefs and problems with gov-
ernment finances into a compact, coherent ex-
planation. Researchers using the narrative form
summarize the argument in an introduction or
conclusion. lt is a motif or theme embedded
within the description. Thus, theoretical gener-
alizations are intertwined with the evidence and
appear to flow inductively out of the detailed
evidence.

searcher prepares a problem statement, litera-
ture review, and bibliography. He or she demon-
strates an ability to complete a proposed
qualitative project in two ways. First, the pro-
posal is well written, with an extensive discus-
sion of the literature, significance of the
problem, and sources. This shows reviewers fa-
miliarity with qualitative research and the ap-
propriateness of the method for studying the
problem. Second, the proposal describes a qual-
itative pilot study. This demonstrates motiva-
tion, familiarity with research techniques, and
ability to complete a report about unstructured
research.

Proposals to Fund Research. The purpose of a
research grant is to provide the resources needed
to help complete a worthy project. Researchers
whose primary goal is to use funding for per-
sonal benefit or prestige, to escape from other
activities, or to build an "empire" are less suc-
cessful. The strategies of proposal writing and
getting grants has become an industry called
grantsmanship.

There are many sources of funding for re-
search proposals. Colleges, private foundations,
and government agencies have programs to
award grants to researchers. Funds may be used
to purchase equipment, to pay your salary or
that of others, for research supplies, for travel to
collect data, or for help with the publication of

results. The degree of competition for a grant
varies a great deal, depending on the source.
Some sources fund more than 3 out of 4 propos-
als they receive, others fund fewer than i in 20.

The researcher needs to investigate funding
sources and ask questions: What types of pro-
jects are funded-applied versus basic research,
specific topics, or specific research techniques?
What are the deadlines? What kind (e.g., length,
degree of detail, etc.) of proposal is necessary?
How large are most grants? What aspects (e.g.,
equipment, personnel, travel, etc.) of a project
are or are not funded? There are many sources of
information on funding sources. Librarians or
officials who are responsible for research grants
at a college are good resource people. For exam-
ple, private foundations are listed in an annual
publication, The Foundation Directory. The
Guide to Federal Funding for Social Scientistslists
sources in the U.S. government. In the United
States, there are many newsletters on funding
sources and two national computerized data-
bases, which subscribers can search for funding
sources. Some agencies periodically issue
requests for proposals (RFP, that ask for propos-
als to conduct research on a specific issue. Re-
searchers need to learn about funding sources
because it is essential to send the proposal to an
appropriate source in order to be successfirl.

Researchers should show a track record of
past success in the proposal, especially ifthey are
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going to be in charge of the project. The re-
searcher in charge of a research project is the
principal investigator (PI) or project director.
Proposals usually include a curriculum vitae or
academic resum6, letters of support from other
researchers, and a record of past research. Re-
viewers feel safer investing funds in a project
headed by someone who already has research ex-
perience than in a novice. One can build a track
record with small research projects or by assist-
ing an experienced researcher before seeking
funding as a principal investigator.

The reviewers who evaluate a proposal
judge whether the proposal project is appropri-
ate to the funding source's goals. Most funding
sources have guidelines stating the kinds of pro-
jects theyfund. For example, programs that fund
basic research have the advancement of knowl-
edge as a goal. Programs that fund applied re-
search often have improvements in the delivery
of services as a goal. Instructions specifr page
length, number of copies, deadlines, and the like.
Follow all instructions exactly.

Proposals should be neat and professional
looking. The instructions usually ask for a de-
tailed plan for the use of time, services, and per-
sonnel. These should be clearly stated and
realistic for the project. Excessively high or low
estimates, unnecessary add-ons, or omitted es-
sentials will lower how reviewers evaluate a pro-
posal. Creating a budget for a proposed project
is complicated and usually requires technical as-
sistance. For example, pay rates, fringe bene{it
rates, and so on that must be charged may not be
easyto obtain. It is best to consult a grants offi-
cer at a college or an experienced proposal
writer. In addition, endorsements or clearances
of regulations are often necessary (e.g., IRB ap-
proval). Proposals should also include specific
plans for disseminating results (e.g., publica-
tions, presentations before professional groups,
etc.) and a plan for evaluating whether the pro-
ject met its objectives.

The proposal is a kind of contract between
researcher and the funding source. Funding
agencies often require a final report, including

details on how funds were spent, the findings,
and an evaluation of whether the project met its
objectives. Failure to spend funds properly,
complete the project described in the proposal,
or file a final report may result in a researcher
being barred from receiving future funding or
facing legal action. A serious misuse of funds
may result in the banning of others at the same
institution from receiving future funding.

The process of reviewing proposals after
they are submitted to a funding source takes
anywhere from a fewweeks to almost ayeat, de-
pending on the funding source. In most cases,
reviewers rank a large group ofproposals, and
only highly ranked proposals receive funding. A
proposal often undergoes a peer review in which
the reviewers know the proposer from the vitae
in the proposal, but the proposer does not know
the reviewers. Sometimes a proposal is reviewed
by nonspecialists or nonresearchers. Instruc-
tions on preparing a proposal indicate whether
to write for specialists in a field or for an edu-
cated general audience.

If a proposal is funded, celebrate, but only
for a short time. If the proposal is rejected, which
is more likely, do not despair. Most proposals
are rejected the first or second time they are sub-
mitted. Many funding sources provide written
reviewer evaluations of the proposal. Always re-
quest them if they are provided. Sometimes, a
courteous talk on the telephone with a person at
the funding source will reveal the reasons for re-
jection. Strengthen and resubmit a proposal on
the basis of the reviewer's comments. Most
funding sources accept repeated resubmissions
of revised proposals, and proposals that have
been revised may be stronger in subsequent
competitions.

If a proposal has been submitted to an ap-
propriate funding source and all instructions are
followed, reviewers are more likelyto rate it high
when:

r It addresses an important research question.
It builds on prior knowledge and represents
a substantial advance ofknowledge for basic
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research. It documents a major social prob-
lem and holds promise for solutions for ap-
plied research.
It follows all instructions, is well written,
and is easy to follow, with clearly stated ob-
jectives.
It completely describes research procedures
that include high standards of research
methodology, and it applies research tech-
niques that are appropriate to the research
question.
It includes specific plans for disseminating
the results and evaluating whether the pro-
ject has met its objectives.
The project is well designed and shows seri-
bus planning. It has realistic budgets and
schedules.
The researcher has the necessary experience
or background to complete the project suc-
cessfully.

CONCLUSION

Clearly communicating results is a vital part of
the larger scientific enterprise, as are the ethics
and politics ofsocial research.

I want to end this chapter by urging you, as
a consumer of social research or a new social re-
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searcher, to be self-aware. Be aware of the place
of the researcher in society and of the societal
context of social research itself. Social re-
searchers, and sociologists in particular, bring a
unique perspective to the larger society.
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Following the definition, the number in parentheses
indicates the chapter in which the term first appears
in the text and is in the KeyTerms section. Italicized
terms refer to terms defined elsewhere in this glos-
sary.

Abstract A term with two meanings in literature
reviews: a short summary of a scholarly journal
article that usually appears at its beginning, and
a reference tool for locating scholarly journal
articles. (4)

Accretion measures Nonreactive measures of the
residue of the activity of people or what they
leave behind. (9)

Action research study A tFpe of applied social re-
search in which a researcher treats knowledge
as a form of power and abolishes the division
between creating knowledge and using knowl-
edge to engage in political action. ( I )

Alternative hypothesis Afuipothesis paired with a
null hypothesi.s stating that the independent vari-
ablehas an effect onadependentvaiable. (4)

Ana\tic memo The written notes a qualitative re-
searcher takes during data collection and after-
wards to develop concepts, themes, or
preliminary generalizations. ( 1 I )

Anonymity Research participants remain anony-
mous or nameless. (3)

Appearance of interest A technique in field re-
search in which researchers maintain relations
in a field siteby pretending to be interested and
excited by the activities ofthose studied, even
though they are actually uninterested or very
bored. (11)

Applied research Research that attempts to solve a
concrete problem or address a specific policy

question and that has a direct, practical appli-
cation. (1)

Association A co-occurrence of two events, fac-
tors, characteristics, or activities, such that
when one happens, the other is likely to occur
as well. Many statistics measure this. (2)

Assumption Parts of social theories that are not
tested, but act as starting points or basic beliefs
about the world. They are necessary to make
other theoretical statements and to build social
theory. (2)

Attitude of strangeness A technique in field re-
search in which researchers study a field siteby
mentally adjusting to "see" it for the first time
or as an outsider. ( I 1 )

Attributes The categories or levels of a yariable.
(4)

Axial coding A second coding of qualitatite data
after open coding.The researcher organizes the
codes, develops links among them, and discov-
ers key analytic categories. ( 1 3 )

Back translation A technique in comparative re-
search for checking lexicon equivalence. A rc-
searcher translates spoken or written text from
an original language into a second language,
then translates the same text in the second lan-
guage back into the original language, then
compares the two original language texts. (12)

Bar chart A display of quantitative data for one
variable in the form of rectangles where longer
rectangles indicate more cases in a variable cat-
egory. Usually, it is used with discrete data and
there is a small space between rectangles. They
can have a horizonal or vertical orientation.
Also called bar graphs. (10)
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Basic social research Research designed to ad-
vance fundamental knowledge about the social
world. (1)

Bivariate statistics Statistical measures that in-
volve two variables only. (10)

Blame analysis A counterfeit argument presented
as if it were a theoretical explanation that sub-
stitutes attributing blame for a causal explana-
tion and, implies an intention or negligence, or
responsibility for an event or situation. (2)

Body of a table The center part of a contingency
table. It contains all the cells, but not the totals
or labels. (10)

Bogardus social distance scale A scale that mea-
sures the distance befiveen two or more social
groups by having members of one group ex-
press the point at which they feel comfortable
with various types ofsocial interaction or close-
ness with members of the other group(s). (5)

Case study Research, usually qualitative, on one
or a small number of cases in which a re-
searcher carefiJly examines a large number of
details about each case. ( 1 )

Causal explanation A statement in social theory
about why events occur that is expressed in
terms of causes and effects. They correspond to
associations in the empirical world. (2)

Cell of a table A part of the body of a table. ln a
contingency table, it shows the distribution of
cases into categories of variables as a specific
number or percentage. ( 10)

Central limit theorem A lawlike mathematical re-
lationship that states: Whenever many random
samples are drawn from a population and plot-
ted, a normal distribution is formed, and the
center of such a distribution for a variable is
equal to its population parameter. (6)

Citation Details of a scholarly journal article's lo-
cation that helps people find it quickly. (4)

Classical experimental design An experimental de-
sign that has random assignment, a control
group, an experimental group, and pretests and
posttests for each group. (8)

Classification Complex, multidimensional con-
cepts that have subtypes. They are parts ofso-
cial theories between one simple concept and a
full theoretical explanation. (2)

Closed-ended questions A|ype of suruey research
question in which respondents must choose
from a fixed set ofanswers. (7)

Cluster sampling A tFpe of random sample that
uses multiple stages and is often used to cover
wide geographic areas in which aggregated
units are randomly selected then samples are
drawn from the sampled aggregated units, or
clusters. (6)

Code sheets Paper with a printed grid on which a
researcher records information so that it can be
easily entered into a computer. It is an alterna-
tive to direct-entry method and using optical-
scan sheets. (10)

Codebook A document that describes the proce-
dure for coding variables and their location in a
format for computers. (10)

Coding The process of converting raw informa-
tion or data into another form for analysis. In
content analysis, it is a means for determining
how to convert syrnbolic meanings in text into
another form, usually numbers (see Coding sys-
tem); in quantitathte dafa analysis, it is a means
for assigning numbers; and in qualitative data
analysis, it is a series of steps for reading raw
notes and assigning codes or conceptual terms
(see Axial coding Open coding, Seleaive coding).
(9)

Coding system A set ofinstructions or rules used
in content analysis to explain how to systemati-
cally convert the symbolic content from text
into quantitative data. (9)

Cohort study A type of longitudinal research in
which a researcher focuses on a category of
people who share a similar life experience in a
specified time period. (1)

Computer-assisted telephone interviewing (CATI)
Survey research in which the interviewer sits be-
fore a computer screen and keyboard and uses
the computer to read questions that are asked

{
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in a telephone interview, then enters answers
directly into the computer. (7)

Concept cluster A collection ofinterrelated ideas
that share common assumptions, belong to the
same larger social theory and refer to one an-
other. (2)

Conceptual definition A careful, systematic defin-
ition of a construct that is explicitly written to
clarifr one's thinking. It is often linked to other
concepts or theoretical statements. (5)

Conceptual equivalence ln historical-comparative
research, the issue of whether the same ideas or
concepts occur or can be used to represent phe-
nomena across divergent cultural or historical
settings. (12)

Conceptual hypothesis A tfpe of hypothesis in
which the researcher expresses variables in ab-
stract, conceptual terms and expresses the rela-
tionship among variables in a theoreticalway'
(5)

Conceptualization The process of developing
clear, rigorous, systematic conceptual defrnitions
for abstract ideas/concepts. (5)

Concurrent validity Measurement validity that te-
lies on a preexisting and akeady accepted mea-
sure to veriff the indicator of a construct. (5)

Confidence interval A range of values, usually a
little higher and lower than a specific value
found in a sample, within which a researcher
has a specified and high degree of confidence
thatthe population parameter lies. (6)

Confidentiality Information with participant
names attached, but the researcher holds it in
confidence or keeps it secret from the public.
(3)

Content analysis Research in which one examines
patterns of symbolic meaning within written
text, audio, visual, or other communication
medium. (9)

Content validity Measurement validity that re-
quires that a measure represent all the aspects
ofthe conceptual definition ofa construct. (5)

Context effect Arr effect in szrvey researchwhenan
overall tone or set topics heard by a respondent
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affects how he or she interprets the meaning of
subsequent questions. (7)

Contextual equivalence The issue in historical-
comparative research of whether social roles,
norms, or situations across different cultures or
historical periods are equivalent or can be com-
pared. (12)

Contingency cleaning Cleaning data using a com-
puter in which the researcher looks at the com-
bination of categories for two variables for
logically impossible cases. ( 10)

Contingenry question A tFpe of survey research
question in which the respondent next goes to
one or another later question based on his or
her answer. (7)

Contingenry table A table that shows the cross-
tabulation of two or more variables. It usually
shows bivariate quantitative data for variables
in the form ofpercentages across rows or down
columns for the categories of one variable. (10)

Continuous variable Variables measured on a
continuum in which an infinite number of
finer gradations between variable attributes are
possible. (5)

Contrast question A tfpe of interview question
asked late in field research in which the re-
searcher verifies the.correctness of distinctions
found among categories in the meaning system
of people being studied. (11)

Control group The group that does not get the
treatment in experimental research. (8)

Control variable A "third" variable that shows
whether a bivariate relationship holds up to al-
ternative explanations. It can occur before or
between other variables. ( 10)

Covariation The idea that two variables vary to-
gether, such that knowing the values in one
variable provides information about values
found in another variable. ( 10)

Cover sheet One or more pages at the beginning
of a questionnaire with information about an
interview or respondent. (7)

Criterion validity Measurement validity thattehes
on some independent, outside verification. (5)
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Crossover design A design to reduce creating in-
equality; it is when a study group that gets no
treatment in the first phase of the experiment
becomes the group with the treatment in the
second phase, and vice versa. (3)

Cross-sectional research Research in which a re-
searcher examines a single point in time or
takes a one-time snapshot approach. (l)

Cross-tabulation Placing data for two variables in
a contingency table to show the number or per-
centage ofcases at the intersection ofcategories
ofthe two variables. (10)

Curvilinear relationship A relationship betlveen
two variables such that as the values ofone vari-
able increase, the values ofthe second show a
changing pattern (e.g., first decrease then in-
crease then decrease). It is not alinear relation-
ship. (10)

Data The empirical evidence or information that a
person gathers carefully according to estab-
lished rules or procedures; it can be qualitative
or quantitative. ( 1)

Debrief When a researcher gives a true explana-
tion of the experiment to subjects after using
deception. (8)

Deception When an experimenter lies to subjects
about the true nature of an experiment or cre-
ates a false impression through his or her ac-
tions or the setting. (8)

Deductive approach An approach to inquiry or
social theory in which one begins with abstract
ideas and principles then works toward con-
crete, empiical evidencelo test the ideas. (2)

Demand characteristics A qpe of reactivity in
which the subjects in experimental research pick
up clues about the hypothesis and alter their be-
havior accordingly. (8)

Dependent variable The effect variable that is last
and results from the causal variable(s) in a
causal explanation. Nso the variable that is
measured in the pretest and posttest and that is
the result of the treatment in exqerimental re-
search. (4)

Descriptive question A type of question asked
early in field research. The researcher seeks basic
information (e,g., who, what, when, where)
about the field site. (lI)

Descriptive research Research in which one
"paints a picture" with words or numbers, pre-
sents a profile, outlines stages, or classifies
types. (1)

Descriptive statistics A general type of simple sta-
tistics used by researchers to describe basic pat-
terns in the data. (10)

Design notation The name of a symbol system
used to discuss the parts of an experiment and
to make diagrams of them. (8)

Deviant case sampling Atlpe of nonrandom sam-
ple, especiilTy used by qualitative researchers, in
which a researcher selects unusual or noncon-
forming cases purposely as a way to provide
greater insight into social processes or a setting.
(6)

Diftrsionoftreatment Athreatto internalvalidity
that occurs when the treatment "spills over"
from the expeimental group, and control group
subjects modify their behavior because they
learn of the treatment. (8)

Direct-entry method A method of entering data
into a computer by typing data without code or
optical scan sheets. (10)

Direct observation notes Notes taken in field re-
search that attempt to include all details and
specifics ofwhat the researcher heard or saw in
a field site. They are written in a way that per-
mits multiple interpretations later. ( I 1)

Discrete variables Variables in whichthe attibutes
can be measured only with a limited number of
distinct, separate categories. (5)

Double-barreledquestion Aproblemin survey re-
search question wording that occurs when two
ideas are combined into one question, and it is
unclear whether the answer is for the combina-
tion ofboth or one or the other question. (7)

Double-blind experiment A tfpe of expeimental
research in which neither the subjects nor the
person who direcdy deals with the subjects for



the experimenter knows the specifics of the ex-
periment. (8)

Ecological fallacy Something that appears to be a
causal explanationbtfi is not. It occurs because
of a confusion about units of analvsls. A re-
searcher has empirical eviience about an
association for large-scale units or huge aggre-
gates, but overgeneralizes to make theoretical
statements about an association among small-
scale units or individuals. (4)

Ecological validity A way to demonstrate the au-
thenticity and trustworthine ss of a field research
study by showing that the researcher's descrip-
tions ofthe field site matches those ofthe mem-
bers from the site and that the researcher was
not a major disturbance. (11)

Editing A step in the writing process that is part of
rewriting in which a writer cleans up and tight-
ens the language and checks grammar, verb
agreement, usage, sentence length, and para-
graph organization to improve communica-
tion. (14)

Elaboration paradigm A system for describing
patterns evident among tables when a bivarinte
contingency table is compared with partials after
the control variablehas been added. ( 10)

Empirical evidence The observations that people
experience through their senses-touch, sight,
hearing, smell, and taste; these can be direct or
indirect. (1)

Empirical generalization A quasi-theoretical
statement that summarizes findings or regular-
ities in empirical evidence. It uses few if any ab-
stract concepts and only makes a statement
about a recurring pattern that researchers ob-
serve. (2)

Empirical hypothesis A type of hypothesis in
which the researcher expresses variables in spe-
cific terms and expresses the association among
the measured indicators of observable.
empirical evidence. (5)

Empty boxes A name for conceptual categories in
an explanation that a researcher uses as part of
the illustrative method of qualitative data analv-
sis. (13)
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Equivalenttime-seriesdesign Anexperimentalde_
srgz in which there are severahepeatedpraestg
posttests, and treatmenfs for one group often
over a period of time. (8)

Erosion measures Nonreactive measures of the
wear or deterioration on surfaces due to the ac_
tivityofpeople. (9)

Error of segregation A mistake that can occur
when writing qualitative research in which a
writer separates concrete empirical details from
abstract ideas too much. (14)

Ethnographic fallacy When a field researcher
takes what is observed at face value, fails to
question what members of a field site say, and
only focuses on the immediate concrete details
of a setting while ignoring larger social forces.
(11)

Ethnography An approach to field research that
emphasizes providing a very detailed descrip-
tion of a different culture from the viewpoint of
an insider in that culture in order to permit a
greater understanding ofit. 1 t t,)

Ethnomethodogy An approach to social science
that combines philosophy, social theory, and
method to study. (11)

Evaluation research study A tfpe of applied re-
searchinwhich one tries to determine howwell
a program or poliry is working or reaching its
goals and objectives. (1)

Executive summary A summary of a research pro-
ject's findings placed at the beginning ofa re-
port for an applied, nonspecialist audience.
Usually a little longer than an abstract. (14)

Exhaustive attributes The principle that response
categories in a scale or other measure should
provide a category for all possible responses
(i.e., every possible response fits into some cat_
egory). (s)

Existing statistics research Research in which one
examines numerical information frofn govern-
ment documents or official reports to address
new research questions. ( 1 )

Experimental design Arranging the parts of an ex-
periment and putting them together. (g)
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Experimental group The group that receives the
treatment in experimental research. (8)

Experimental research Research in which one in-
tervenes or does something to one group of
people but not to another, then compares re-
sults for the two groups. ( I )

Explanation pattern A pattern in the elaboration
paradigm in which the bivariate contingency
table shows a relationship, but the partials show
no relationship and the controlvariable occttrs
prior to the independent vaiabla (10)

Explanatory research Research that focuses on
why events occur or tries to test and build social
theory. (1)

Exploratory research Research into an area that
has not been studied and in which a researcher
wants to develop initial ideas and a more fo-
cused research question. (1)

External consistenry A way to achieve reliabikty of
data in field research in which the researcher
cross-checks and verifies qualitative data :using
multiple sources of information. (11)

External criticism In historical research, a way to
check the authenticity of primary sourcesby ac-
curately locating the place and time of its cre-
ation (e.g., it is not a forgery). (12)

External validity The ability to generalize from
experimental research to settings or people that
differ from the specific conditions of the study.
(s)

Face validity A tFpe of measurement validity in
which an indicator "makes sense" as a measure
of a construct in the judgment of others, espe-
cially those in the scientific community. (5)

Factorial design Atype of experimental designthat
considers the impact of several independent
variables simultaneously. ( 8 )

Fallacy of misplaced concreteness When a person
uses too many digits in a quantitative measure
in an attempt to create the impression that the
data are accurate or the researcher is highly ca-
pable. (9)

Field experiment Experimental research that takes
place in a natural setting. (8)

Field research A ffpe of qualitative research in
which a researcher directly observes the people
being studied in a natural setting for an ex-
tended period. Often, the researcher combines
intense observing with participation in the peo-
ple's social activities. ( I )

Field site The one or more natural locations where
a researcher condtcts field research. (l l)

First-orderinterpretation In qualitative research,
what the people who are being studied actually
feel and think. (4)

Floaters Respondents who lack a belief or opin-
ion, but who grve an answer anyway if asked in
a survey research question. Often, their answers
are inconsistent. (7)

Focus groups A tJpe of group interview in which
an interviewer asks questions to the group, and
answers are given in an open discussion among
the group members. (11)

Frequenry distribution A table that shows the dis-
tribution of cases into the categories of one
variable (i.e., the number or percent of cases in
each category). (10)

Frequency polygon A graph of connected points
showing the distribution of how many cases fall
into each category of a variable. (10)

Full-filter question A.type of sun ey research ques-
tion in which respondents are first asked
whether they have an opinion or know about a
topic, then only the respondents with an opin-
ion or knowledge are asked a specific question
onthetopic. (7)

Functional theory A type of social theory based on
biological analogies, in which the social world
or its parts are seen as systems, with its parts
serving the needs of the system. (2)

Funnel sequence A way to order survey research
questions in a questionnaire from general ones
to specific. (7)

Galton's problem In comparative research, the
problem of finding correlations or associations
among variables or characteristics in multiple
cases or units, when the characteristics are ac-
tually diffused from a single unit or have a com-



mon origin. Thus, a researcher cannot really
treat the multiple units (e.g., countries, cul-
tures, etc.) as being wholly separate. (12)

General Social Survey (GSS) Asuwey of arandom
sample of about 1,500 U.S. adults that has been
conducted in most years between 1972 andthe
present and is available for many researchers to
analyze. (9)

Go native What happens when a researcher in
field research gets overly involved and loses all
distance or objectivity and becomes like the
people being studied. (l 1)

Grantsmanship The strategies and skills of locat-
ing appropriate funding sources and preparing
high-quality proposals for research fundino
(14)

Grounded theory Social theory that is rooted in
observations ofspecific, concrete details. (2)

Guilty knowledge When a researcher n field re-
search learns of illegal, unethical, or immoral
actions by the people in the field site that is not
widelyknown. (11)

Guttman scaling A scale that researchers use after
dataare collected to reveal whether a hierarchi-
cal pattern exists among responses, such that
people who give responses at a "higher level"
also tend to give "lowerJevel" ones. (5)

Halo effect An error often made when people use
personal experience as an alternative to science
for acquiring knowledge. It is when a person
overgeneralizes fiom what he or she accepts as
being highly positive or prestigious and lets its
strong reputation or prestige "rub off' onto
other areas. (1)

Haphazard sampling A type of nonrandom sam-
ple in which the researcher selects anyone he or
she happens to come across. (6)

Hawthorne effect An effect of re activity named af-
ter a famous case in which subjects reacted to
the fact that they were in an experiment more
than they reacted to the treatment. (8)

Hidden populations People who engage in clan-
destine, deviant, or concealed activities and
who are difficult to locate and study. (6)

Historical-comparative research Research in
which one examines different cultures or peri-
ods to better understand the social world. ( 1 )

History effects A threat to internal validity due to
something that occurs and affectsthe dependent
variable during an experiment, but which is un-
planned and outside the control ofthe experi-
menter. (8)

Human Relations Area Files (HRAF) An exten-
sive catalog and comprehensive collection of
ethnographies on many cultures (mostly prelit-
erate) that permits a researcher to compare
across cultural units. (12)

Hlpothesis The statement from a causal explnna-
tion or a proposition that has at least one
independent and one dEendent variable, but it
has yet to be empirically tested. (4)

Idealtype Apuremodelaboutanidea,process, or
event. One develops it to think about it more
clearly and systematically. It is used both as a
method of 4z alitative data analysis and in soclal
theorybutlding. (2)

Idiographic An approach that focuses on creating
detailed descriptions ofspecific events in par-
ticular time periods and settings. It rarely goes
beyond empirical generalizations to abstract so-
cial theory or causal laws. (2)

Illustrative method A method of qualitative data
analysis in which a researcher takes the con-
cepts of a social theory or explanation and treats
them as empty boxes to be filled w.irth empirical
examples and descriptions. (13)

Independence The absence ofa sfa tistical relation-
shlp between two variables (i.e., when knowing
the values on one variable provides no infor-
mation about the values that will be found on
another variable). There is no associationbe-
tween them. (10)

Independent variable The first variable that causes
or produces the effect in a causal explanation.
(4)

Index The summing or combining of many sepa-
rate measures ofa construct or variable. (5)
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Inductive approach An approach to inquiryor so-
cial theory in which one begins with concrete
empirical details, then works toward abstract
ideas or general principles. (2)

Inferential statistics A branch of applied mathe-
matics or statistics based on arandom sample.It
lets a researcher make precise statements about
the level ofconfidence he or she has in the re-
sults of a sample being equal to the population
parameter. (6)

Informed consent An agreement by participants
stating they are willing to be in a study after
they learn something about what the research
procedure will involve. (3)

Institutional Review Board A committee of re-
searchers and community members that over-
sees, monitors, and reviews the impact of
research procedures on human participants
and applies ethical guidelines by reviewing re-
search procedures at a preliminary stage when
first proposed. (3)

Interaction effect The effect of two independent
v ariables that operate simultaneously together.
The effect of the variables together is greater
than what would occur from a simple addition
ofthe effects from each. The variables operate
together on one another to create an extra
"boost." (8)

Internal consistenry Awayto achieve reliability of
datain field research in which a researcher ex-
amines the data for plausibility and sees
whether they form a coherent picture, given all
that is known about a person or event, trying to
avoid common forms of deception. (11)

Internal criticism How historical researchers es-
tablish the authenticity and credibility of
primary sources and determine its accuracy as
an account of what occurred. ( 12)

Internal validity The ability of experimenters to
strengthen a causal explanation's logical rigor
by eliminating potential alternative explana-
tions for an association between the treatment
and the dependent variable through an
experimental design. (5)

Interpretationpattern Apattern inthe elaboration
paradigm in which the bivariate contingency
table shows a relationship,but the partials show
no relationship and the control variable is inter-
vening in the causal explanation. (10)

Interrupted time series An experimental design in
which the dependent variable is measured peri-
odically across many time points, and the
treatment occurs in the midst of such measures,
oftenonlyonce. (8)

Interval level of measurement A level of measure-
ment that identifies differences among variable
attributes, ranks, and categories, and that mea-
sures distance befi,veen categories, but there is
no true zero. (5')

Intervening variable A variable that is between the
initial causal variable and the final effect vari-
able in a causal explanation. (4)

Interview schedule The name of a survey research
questionnaire when a telephone or face-to-face
interview is used. (7)

Jotted notes Infield research, what a researcher in-
conspicuously writes while rn the field site on
whatever is convenient in order to "jog the
memory" later. (tt)

Laboratory experiment Exp erimental research that
takes place in an artificial setting over which the
experimenter has great control. (8)

Latent coding Ltlpe of content analysis coding in
which a researcher identifies subjective mean-
ing such as general themes or motifs in a com-
munication medium. (9)

Latin square desigrr An experimental design used
to examine whether the order or sequence in
which subjects receive multiple versions of the
treatmenthas an effect. (8)

Level of analysis A way to talk about the scope of
a social theory, causal explanation, proposition,
hypothesis, or theoretical statement. The range
of phenomena it covers, or to which it applies,
goes from social psychological (micro level) to
organizational (meso level) to large-scale social
structure (macro leveD. @)



Level ofmeasurement A system that organizes the
information in the measurement of variables
into four general levels, from nominal level to
ratio level. (5)

Level of statistical significance A set of numbers
researchers use as a simple way to measure the
degree to which a statistical relationship rcsults
from random factors rather than the existence
of a true relationship among variables. ( l0)

Lexicon equivalence Finding equivalent words or
phrases to express the identical meaning in dif_
ferent languages or in the translation frlm o.re
language to another (see Back transtation). (12)

Likert scale Ascale often used insurvey researchin
which people express attitudes or other re-
sponses in terms of several ordinal-level cate_
gories (e.g., agree, disagree) that are ranked
along a continuum. (5)

Linear relationship An association between two
variables that is positive or negative across the
attributes or levels of the variables. When plot-
ted in a scattergram, the basic pattern of the
association forms a straight line, not a curve or
otherpattern. (10)

Linear research path Research that proceeds in a
clear, logical, step-by-step straight line. It is
more characteristic of a quantitative than a
qualitative approach to social research. (4)

Literature review A systematic examination of
previously published studies on a research
question, issue, or method that a researcher un_
dertakes and integrates together to prepare for
conducting a study or to bring together and
summarize the "state of the field." (4)

Longitudinal research Research in which the re-
searcher examines the features of people or
other units at multiple points in time. (l)

Macro-level theory Social theories and explana-
tions about more abstract, large-scale, and
broad-scope aspects ofsocial reality, such as so-
cial change in major institutions (e.g., the fam-
ily, education, etc.) in a whole nation across
several decades. (2)

Manifest coding Atype of content analysis coding
in which a researcher first develops a list ofspe-
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cific words, phrases, or symbols, then finds
them in a communication medium. (9)

Marginals The totals in a contingency table, out_
side the body of a table. (10)

Matrix question Atype of survey researchquestion
in which a set of questions is listed in a compact
form together, all questions sharing the same
set ofanswer categories. (7)

Maturation A threat to internal validity in
experimental research due to natural processes
of growth, boredom, and so on, that occur to
subjects during the experiment and affect the
dep endent v ari able. ( g)

Mean A measure of central tendency for one vari_
able that indicates the arithmetic average (i.e.,
the sum of all scores divided by the total num_
ber ofscores). (10)

Measurement equivalence In historical_comDara-
tive research, creating or locating 

-.urrrr.', 
th"t

will accurately represent the same construct or
variable in divergent cultural or historical set_
tings. (12)

Measurementvalidity Howwell an empirical indi_
cator and the conceptual definitionbf th. .orr_
struct that the indicator is supposed to measure
"fit" together. (5)

Median A measure of central tendency for one
variable indicating the point or score at which
halfthe cases are higher and halfare lower. ( l0)

Member validation A way to demonstrate the au_
thenticity and trustworthine ss of afield research
study by having the people who were studied
(i.e., members) read and confirm as being true
that which the researcherhas reported. (l i)

Meso-level theory Social theories and explana_
tions about the middle level of social realitv be_
tween a broad and narrow scope, such ai the
development and operation of social orsaniza._
tions, communities, or social movem"r-t, o,0..
a five-yearperiod. (2)

Microlevel theory Social theories and explana_
tions about the concrete, small-scale, urrd ,ru._
row level of reality, such as face_to_face
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interaction in small groups during a two-
month period. (2)

Mode A measure of central tendency for one vari-
able that indicates the most frequent or com-
mon score. (10)

Mortality Threats to internal validity due to sub-
jects failing to participate through the entire ex-
periment. (8)

Multiple indicators Many procedures or instru-
ments that indicate, or provide evidence of, the
presence or level of a variable using empirical
evidence. Researchers use the combination of
several together to measure a variable. (5)

Mutually exclusive attributes The principle that
response categories in a scale or other measure
should be organized so that a person's re-
sponses fit into only one category (i.e., cate-
gories should not overlap). (5)

Narrative history A type ofwriting about a histor-
ical setting in which the writer attempts to "tell
a story" by following chronological order, de-
scribing particular people and events, and fo-
cusing on many colorfi-rl details. (13)

Naturalism The principle that researchers should
examine events as they occur in natural, every-
day ongoing social settings. ( 1 1 )

Negative relationship An association befiveen two
variables such that as values on one variable in-
crease, values on the other variable fall or de-
crease. (2)

Nominal-level measurement The lowest, least
precise level of measurement for which there is
only a difference in type among the categories
ofavariable. (5)

Nomothetic An approach based on laws or one
that operates according to a system oflaws. (2)

Nonlinear research path Research that proceeds
in a circular, back-and-forth manner. It is more
characteristic of a qualitative than a quantita-
tive style to social research. (4)

Nonrandom sample A type of sample in which the
sampling elements are selected using some-
thing other than a mathematically random
process. (6)

Nonreactive Measures in which people being
studied are unaware that they are in a study. (9)

Normal distribution A "bell-shaped" frequency
polgon for a distribution of cases, with a peak
in the center and identical curving slopes on ei-
ther side ofthe center. It is the distribution of
many naturally occurring phenomena and is a
basis of much statistical theory. ( l0)

Normalize social research Techniques in field re-
search used by researchers to make the people
being studied feel more comfortable with the
research process and to help them accept the
researcher's presence. (1 1)

Null hypothesis A hlpothesis that says there is no
relationship or association between two vari-
ables, or no effect. (4)

One-shot case study An experimental design with
only an experimental group and a posttest, no
pretest. (8)

Open coding A first coding of qualitative data in
which a researcher examines the data to con-
dense them into preliminary analytic categories
or codes for anallzing the data. ( I 3 )

Open-ended question A tlpe of survey research
question in which respondents are free to offer
any answer they wish to the question. (7)

Operational definition The definition of a variable
in terms of the specific activities to measure or
indicate itvnth empirical evidence. (5)

Operationalization The process of moving from
the conceptual definition of a construct to a set
of specific activities or measures that allow a re-
searcher to observe it empirically (i.e., its
op erational definition). (5)

Oral history A tFpe of recollection in which a re-
searcher interviews a person about the events,
beliefs, or feelings in the past that were directly
experienced. (12)

Order effects An effect in survey research in which
respondents hear some specific questions be-
fore others, and the earlier questions affect their
answers to later questions. (7)

Ordinal-level measurement A level of measure-
ment thal identifies a difference among cate-



gories ofa variable and allows the categories to
be rank ordered. (5)

Overgeneralization An error that people often
make when using personal experience as an al-
ternative to science for acquiring knowledge. It
occurs when some evidence supports a beliel
but a person falsely assumes that it applies to
many other situations, too. ( 1)

Panel study A powerful tlpe of longitudinal re-
search in which a researcher observes exactly
the same people, group, or organization across
multiple time points. ( 1)

Paradigm A general organizing framework for
social theory and empirical research. It includes
basic assumptions, major questions to be an-
swered, models of good research practice and
theory, and methods for finding the answers to
questions. (2)

Parameter A characteristic of the entire population
that is estimated from a sample. (6)

Paraphrasing When a wdter restates or rewords
the ideas of another person, giving proper
credit to the original source. (14)

Partially open question A tfpe of survey research
question in which respondents are given a fixed
set of answers to choose from, but in addition,
an "other" category is offered so that they can
sPecifi' a different answer. (7)

Partials ln contingency tables for three variables,
tables that show the association between the
independent and dependent variables for each
category of a control yariable. (10)

Percentile A measure of dispersion for one vari-
able that indicates the percentage ofcases at or
below a score or point. (10)

Pie chart A display of numerical information on
one variable that divides a circle into fractions
by lines representing the proportion ofcases in
the variable's amibutes. (10\

Placebo Afalse treatment or ole that has no effect
in an experiment. It is sometimes called a
"sugar pill" that a subject mistakes for a true
treatment. (8)

Plagiarism A type of unethical behavior in rriich
one uses the writings or ideas of another with-
out giving proper credit. It is "stealing idea:."
(3, 14)

Population The name for the large general group
of many cases from which a researcher drans a
sample andwhich is usually stated in theoretical
terms. (6)

Positive relationship An association between trr-o
variables such that as values on one increase,
values on the other also increase. (2)

Possible code cleaning Cleaning data using a com-
puter in which the researcher looks for re-
sponses or answer categories that cannot have
cases. ( l0)

Posttest The measurement of the deDendent vari-
able in experimental researchafter the treatment.
(8)

Praxis An idea in critical social science that social
theory and everyday practice interact or work
together, mutually aflbcting one another. This
interaction can promote social change. (2)

Prediction A statement about something that is
likely to occur in the future. (2)

Predictive validity Measurement validity that re-
lies on the occurrence of a future event or be-
havior that is logically consistent to verift the
indicator ofa construct. (5)

Preexperimentaldesigns Experimental daslgnsthat
lack random assignment or use shortcuts and
are much weaker than the classical experimental
design. They may be substituted in situations
where an experimenter cannot use all the fea-
tures of a classical experimental design, but have
weaker internal validity. (8)

Premature closure An error that is often made
when using personal experience as an alterna-
tive to science for acquiring knowledge. It oc-
curs when a person feels he or she has the
answers and does not need to iisten, seek infor-
mation, or raise questions any longer. ( 1)

Prestige bias A problem in survey research ques-
tion writing that occurs when a highly re-



372 cLossARY

spected group or individual is linked to one of

the answers. (7)

Pretest The measurement of the dependent vari-
able of an experiment prior t o the treatment. (8)

Prewriting A very early step in the writing process'
when one writes without worrying about word
choice, spelling, or grammar, but tries to let
"ideas flor,r/' as quickly as possible to connect
thinking processes with writing. (14)

Primary sources Qualitative data or quantitative
data used in historical research. It is evidence
about past social life or events that was created
and used by the persons who actually lived in

the historical period. (12)

Principal investigator (PI) The person who is pri-

marily in charge of research on a project that is

sponsored or funded by an organization. (14)

Principle ofvoluntary consent An ethical princi-
ple of social research that people should never
participate in research unless they first explic-
it lyagreetodoso. (3)

Probability proportionate to size (PPS) An ad-
justment made in cluster sampling when each
cluster does not have the same number of

sampling elements. (6)

Probe A follow-up question or action in srruey re-

search tsedby an interviewer to have a respon-
dent clarifr or elaborate on an incomplete or
inappropriate answer. (7)

Proposition A basic statement in social theory that
two ideas or variables are related to one an-
other. It can be true or false (e.g., most sex of-
fenders were themselves sexually abused when
growing up), conditional (e.g., if a foreign en-
emy threatens, then the people of a nation will
feel much stronger social solidarity), and/or
causal (e.g., poverty causes crime)' (2)

Public sociology Social science that seeks to enrich
public debates over moral and political issues
by infusing them with social theory and re-

search and tries to generate a conversation be-
tlveen researchers and public. Often uses acttor
research and a critical social science approach
with its main audience being non-experts and
practitioners. (3)

Purposive sampling Ltype of nonrandom sample

in which the researcher uses a wide range of

methods to locate all possible cases of a highly

specific and difficult-t o-reach p opulation. (6)

Qualitative data Information in the form of

words, pictures, sounds, visual images, or ob-

iects. (1)

Quantitative data Information in the form of

numbers. (l)

Quasi-experimental designs Experimental designs

that are stronger than preexpeimental designs.
They are variations on the classical experimental
designthat anexperimenter uses in special situ-

ations or when an experimenter has limited
control over the independent variable. (8)

Quasi-filter questions A ffpe of survey research
question including the answer choice "no opin-

ion" or "don't know." (7)

Quota sampling A tFpe of nonrandom sample tn

which the researcher first identifies general cat-

egories into which cases or people will be se-

lected, then he or she selects a predetermined
number of cases in each category. (6)

Random assignment Dividing subjects' into

groups at the beginning of experimental re-

search using a random process' so the experi-

menter can treat the groups as equivalent' (8)

Random digit dialing (RDD) A method of ran-

domly selecting cases for telephone interviews

that uses all possible telephone numbers as a

samplingframe. (6)

Random number table A list of numbers that has

no pattern in them and that is used to create a

random process for selecting cases and other

randomization PurPoses. (6)

Random sample Atype of sample in which the re-

searcher uses a random number table or similar

mathematical random process so that each

sampling element in the populntion will have an

equal probability ofbeing selected. (6)

Range A measure of dispersion for one variable

indicating the highest and lowest scores. ( l0)

Ratio-level measurement The highest' most pre-

cise level of measuremear for which variable



attributes can be rank ordered, the distance be-
tween the attributes precisely measured, and an
absolute zero exists. (5)

Reactivity The general threat to external validity
that arises because subjects are aware that they
are in an experiment and being studied. (8)

Recollections The words or writings of people
about their life experiences after some time has
passed. The writings are based on a memory of
the past, but may be stimulated by a review of
past objects, photos, personal notes, or belong-
ings. (12)

Recording sheet Pages on which a researcher
writes down what is coded in content analysis.
(e)

Reductionism Something that appears to be a
causal explanation,butis not, because ofa con-
fusion about units of analyszs. A researcher has
empirical evidence for an association at the level
of individual behavior or very small-scale units,
but overgeneralizes Io make theoretical state-
ments about verylarge-scale units. (4)

Reliability Thedependabilityorconsistenryofthe
measure of avariable. (5)

Replication The principle that researchers must be
able to repeat scientific findings in multiple
studies to have a high level ofconfidence that
the findings are true. (2)

Replication pattern A pattern inthe elaboration
paradigm in which the partials show the same
relationship as in a bivariate contingency table
of the independent and dependent variable
alone. (10)

Request for proposal (RFP) An announcement by
a funding organizationthat it is willing to fund
research and it is soliciting written plans of re-
search projects. ( 14)

Research fraud A tlpe of unethical behavior in
which a researcher fakes or invents data that he
or she did not really collect, or fails to honestly
and fully report how he or she conducted a
study. (3)

Response set An effect rn survey research when re-
spondents tend to agree with every question in
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a series rather than thinking through their an-
swer to each question. (7)

Revising A step in the writing process that is part
of rewritingin which a writer adds ideas or evi-
dence, and deletes, rearranges, or changes ideas
to improve clarity and better communicate
meaning. (14)

Rewriting A step in the writing process in which
the writer goes over a previous draft to improve
communication of ideas and clarity of expres-
sion, (14)

Running records A special type of existing statistics
research used in historical research because the
files, records, or documents are maintained in a
relatively consistent manner over a period of
time. (12)

Sample A smaller set of cases a researcher selects
from a larger pool and generalizes to the
population. (6)

Sampling distribution A distribution created by
drawing rnany random samples from the same
populntion. (6)

Sampling element The name for a case or single
unit to be selected. (6)

Sampling error How much a sample deiates fiom
being representative ofthe population. (6)

Sampling frame A list of cases in a populntion, or
the best approximation of it. (6)

Sampling interval The inverse of the sampling ra-
,o, which is used in systematic sampling to se-
lect cases. (6)

Samplingratio Thenumberofcasesinthe sample
divided by the number of cases irr the
population or the sampling frame, or the pro-
portion of the populntion in the sample. (6)

Scale A type of quantitative data measttre often
used in survey research that captures the inten-
sity, direction, level, or potengv of a variable
construct along a continuum. Most are at the
ordinallevel of measrtrement. (5)

Scattergram A diagram to display the sratistical re-
lationshipbettreen two variables based on plot-
ting each case's values for both ofthe variables.
(  l0)
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Scientific community A collection of people who
share a system ofrules and attitudes that sustain
the process of producing scientific knowledge.
( l )

Scientific method The process of creating new
knowledge using the ideas, techniques, and
rules of the scienffic community. (l)

Scientific misconduct When someone engages in
research fraud, plagiarism, or other unethical
conduct that significantly deviates from the ac-
cepted practice for conducting and reporting
research within the scientific community. (3)

Secondary sources Qualitative data and
quantitative dafa used in historical research. In-
formation about events or settings are docu-
mented or written later by historians or others
who did not directly participate in the events or
setting. (12)

Second-order interpretation In qualitative re-
search, what a researcher believes the people
being studied feel and think. (4)

Selection bias A threat Io internal validity when
groups in an experiment are not equivalent at
the beginning of the experiment. (8)

Selective coding A last pass at coding qualitative
data in which a researcher examines previous
codes to identiff and select illustrative data that
will support the conceptual coding categories
that he or she developed. (13)

Selective observation The tendency to take notice
ofcertain people or events based on past expe-
rience or attitudes. ( I )

Semantic differential A scale in which people are
presented with a topic or object and a list of
many polar opposite adjectives or adverbs.
They are to indicate their feelings by marking
one ofseveral spaces between two adjectives or
adverbs. (5)

Sequential sampling Atype of nonrandom sample
in which a researcher tries to find as many rele-
vant cases as possible, until time, financial re-
sources, or his or her energy are exhausted, or
until there is no new information or diversity
fiom the cases. (6)

Simple random sampling Atype of random sam-
ple in which a researcher creates a sampling

frame and uses a pure random process to select
cases. Each sampling element in the population
will have an equal probability of being selected.
(6)

Skewed distribution A distribution of cases
among the categories of a variable that is not
normal (i.e., not a "bell shape"). Instead of an
equal number of cases on both ends, more are
at one of the extremes. (10)

Snowball sampling A tfpe of nonrandom sample
in which the researcher begins with one case,
then. based on information about interrela-
tionships from that case, identifies other cases,
and then repeats the process again and again.
(6)

Social desirability bias A bias in survey research kt
which respondents give a "normative" response
or a socially acceptable answer rather than give
a truthfi.rl answer. (7)

Social impact assessment study Atype of applied
social research in which a researcher estimates
the likely consequences or outcome of a
planned intervention or intentional change to
occur in the future. ( 1)

Social research A process in which a researcher
combines a set of principles, outlooks, and
ideas with a collection of specific practices,
techniques, and strategies to produce knowl-
edge. (l)

Sociogram A diagram or "map" that shows the
netlvork of social relationships, influence pat-
terns, or communication paths among a group
ofpeople orunits. (6)

Solomon four-group design An experimental de-
slga in which subjects are randomly assigned to
two clntrll groups andtwo experimental groups.
Only one experimental group and one control
group receive a pretest. All four groups receive a
posttest. (8)

Special populations People who lack the necessary
cognitive competency to give real informed
consent or people in a weak position who



might comprise their freedom to refuse to par-
ticipate in a study. (3)

Specification pattern A pattern inthe elaboration
paradigm in which the bivariate contingency
table shows a relationship. One of the partial ta-
bles shows the relationship, but other tables do
not. (10)

Spuriousness A statement that appears to be a
' causal explanation, but is not because of a hid-

den, unmeasured, or initially unseen variable,
The unseen variable comes earlier in the tem-
poral order, and it has a causal impact on what
was initially posited to bethe independent vari-
able as well. as the dependent variable. (4)

Standard deviation A measure of dispersion for
one variable that indicates an average distance
between the scores and the mean. (I0)

Standard-format question A tFpe of survey re-
search qtestion in which the answer categories
tail to include "no opinion" or "don't know."
(7)

Standardization The procedure to statistically ad-
just measures to permit making an honest com-
parison by giving a common basis to measures
ofdifferent units. (5)

Static group comparison An experimental design
with two groups, no random assignment, and
only a posttest. (8)

Statistic A numerical estimate of a population pa-
rameter computed from a sample. (6)

Statistical Abstract of the United States A U.S.
government publication that appears annually
and contains an extensive compilation of sta-
tistical tables and information. (9)

Statistical significance A way to discuss the likeli-
hood that a finding or statistical relntionship in
a sample is due to the random factors rather
than due to the existence of an actual relation-
ship in the entirepopulation. (10)

Stratified sampling A tfpe of random sample in
which the researcher first identifies a set of
mutually exclusive and, exhaustive categories,
then uses a random selection method to select
cases for each category. (6)
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Structural question A type of questionin field re-
search intervtews in which the researcher at-
tempts to verift the correctness of placing terms
or events into the categories of the meaning sys-
tem used by people being studied. ( I 1 )

Structured observation A method of watching
what is happening in a social setting that is
highly organized and that follows systematic
rules for observation and documentation. (9)

Subjects The name for people who are studied and
participate in experimental research. (8)

Successive approximation A method of 4ualiutive
dat a analy sis inwhich the researcher repeatedly
moves back and forth between the empirical
data and the abstract concepts, theories, or
models. (13)

Suppressor variable pattern A pattern in the
elaboration paradigm in which no relationship
appears in abivariate contingency tabbbutthe
partiak show a relationship between the vari-
ables. (10)

Survey research Quantitative social research in
which one systematically asks many people the
same questions, then records and analyzes their
answers. (1)

Systematic sampling A tfpe of random sample rn
which a researcher selects every ftth (e.g., 12th)
case in the sampling frame using a sampling in-
terval. (6)

Target population The name for the large general
group of many cases from which a sample is
drawn and which is specified in very concrete
terms. (6)

Text A general name for symbolic me"ning within
a communication medium m easurd,in contmt
analysis. (9)

Third-order interpretation In qualitative re-
search, what a researcher tells the reader ofa re-
search report that the people he or she sflrdied
felt and thought. (4)

Threatening questions A tfpe of survey research
question in which respondents are Likely to
cover up or lie about their tme behavior or be-
liefs because they fear a loss of self-image or that
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they may appear to be undesirable or deviant.
(7)

Time-series study Any research that takes place
over time, in which different people or cases
may be looked at in each time point. ( 1)

Treatment What the independent variable in
experimental research is called. (8)

Type I error The logical error offalsely rejecting
the null lryp othesls. ( I 0)

Tlpe II error The logical error of falsely accepting
the null lrypothesls. ( 10)

Unidimensionality The principle that when using
mubiple indicators to measure a construct, all
the indicators should consistently fit together
and indicate a single construct. (5)

Unit of analysis The kind of empirical case or unit
that a researcher observes, measures, and ana-
lyzes in a study. (4)

Univariate statistics Statistical measures that deal
with one variable only. (10)

Universe The broad class ofunits that are covered
in ahypothesis. All the units to which the find-
ings of a specific study might be generalized. (4)

Unobtrusive measures Another name for
nonreactive measure* It emphasizes that the
people being studied are not aware ofit because
the measures do not intrude. (9)

Validity A term meaning truth that can be applied
to the logical tightness of experimental design,
the ability to generalize findings outside a
study, the quality of measurement, and the
proper use ofprocedures. (5)

Variable A concept or its empirical measuie that
can take on multiple values. (4)

Verstehen A German word that translates as un-
derstanding; specifically, it means an empathic
understanding of another's worldview. (2)

Whistle-blower A person who sees ethical wrong-
doing, tries to correct it internally but then in-
forms an external audience, agency, or the
media. (3)

Wording effects An effect that occurs when a spe-
cific term or word used in a survey research
question affects how respondents answer the
question. (7)

Zoom lens An organizational form often used by
field researchers when writing reports that be-
gin broadly then become narrow, focused, and
specific. (14)

Z-score A way to locate a score in a distribution of
scores by determining the number of standard
deviations it is above or below the mean or
arithmetic average. (10)
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in quantitative research in experiments,206-207
precoding,248 group,204-206,222
procedure, 248-250 variables (seeVariables, control)

Cohort study or analysis (see Analysis, cohort) Correlation (see Pearson product moment
Comparative-historical research (see Research, correlation coefficient)

historical-comparative) Correlation study (see Research, cross-sectional)
Composing (see Writing, process of) Covariation (see Association of variables)
Computer-assisted telephone interviewing Cover sheet in survey research, 184, 198

(CATI), 194-195, t98 Covert research (see Research, covert)
Computer software (see also Hypertext) Credibility of members in field research, 294

for qualitative data,340-342 Critical social science, 44
for quantitative data,272 Criticism in historical research, external and

Concepts internal,3l6,326
building blocks of theory 26 Cross-over design (see Experimental design,
classifications ,27 , 45 cross-over)
clusters,27,45 Cross-sectional (see Research, cross-sectional)
cross-cultural (see Equivalence, conceptual) Cross-tabulation,259-263,273
scope, 28 Curvilinear relationship (see Relationship,

Conceptualization, I I 1-1 1 5, 139, 329-330 curvilinear)



D

Data,7,22
qualitative, 7, 16, 2L-22
quantitative, 7, 16, 2012

cleaning,250
entry,248-250
records, 248-250

Data analysis
qualitative, 328-342
quantitative, 248-272

Debrief, 206,2I9,222
Deception, 53,207 ,219,222,301 (see also Ethics)

Deductive
reasoning (see Explanation, deductive)

theory (see Explanation, deductive)

Definition
conceptual, 1 i 1-1 i5, 139

operational, lI2-1I5, I39

theoretical 1 1 1-1 15, 139
Descriptive

question (see Question, descriptive)

research (see Research, descriptive)

statistics (see Statistics, descriptive)

Design notation (see Experimental design,

notation)
Diagrams in qualitative data analysis

flowchart, 339-340
other,340

Diffirsion of treatment as internal validity threat,

2t5,2t8,222
Direct-entry method (see Data, quantitative,

entry)
Direct-observation notes (see Notes, field)

Direction of relationship (see Relationship,

negative, Positive)
Dissertations, Ph.D., 8, 7 4-7 5

Double-barreled question (see Question, double-

barreled)
Double-blind experiment (see Experiment'

double-blind)
Double-negative (see Question, double-negative)

E

Ecological
falTaq (see Fallacy, ecological)
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validity (see Validity, in field research)
Editing (see Writing, process of)
Effect

context, in surveyresearch, 182-184' 198

halo,6,22
Hawthorne, 217 -218, 223
history internal validity threat, 2I3, 218,

223
instrumentation, internal validity threat' 207,

2lr
interaction,214
LakeWobegon,6L
main,210
maturation, internal validity threat, 214' 218,

223
order ofsurveyquestions, 182, 198

testing, internal validity threat, 214,218
wording of surveyquestions, 181, 198

Elaboration paradigm, 265-267, 273
Empathy in field research (see Verstehen)
Empirical

evidence, 7, 22, 25, 35' I 15
generalization, 3 l-32, 46
hypothesis (see Hypothesis, empirical)

Empty boxes (see Illustrative method)
Equivalence

in comparative r esear ch, 322
conceptual, 324-326
contextual, 232-324, 326
lexicon, 322,326 (see also Back translation)
measurement,325-326

Erosion measures (see Measures, erosion)
Error (see alsoBias; Fallacy)

of reductionism (see Reductionism)
sampling, 148-149, I5l, 164-165
of segregation ,353, 359
Type I, II,270-27I,273

Ethics, 2,13,48-65
in experimental research, 207, 221--222
in field research, 301-302
in historical-comparative research, 325

in nonreactive r esearch, 245
in survey rese ar ch, 196-197

Ethno graphy, 27 6-27 8, 302
Ethnomethod olo gy, 27 7 -27 8, 302
Evaluation research (see Research, evaluation i
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Evidence, empirical (see Empirical, evidence)
Exchange theory (see Theory exchange)
Executive summary 351, 359
Existin g statistics, 2 7 --22
Expectanry, experimenter, 2 1 5
Experiment, 20I-223 (see also Experimental,

research)
double-blind, 2t5-216, 222
field,277-218,223
laboratory 2I7,223

Experimental
group, 204J05,223
mortality, internal validity threat, 214, 2lg,

zzJ

posttest, 205-209,223
pretest, 205-209,223
research, 20, 22, 200-223
treatment, 205, 208, 2I2, 2lg, 223

Experimental design, 207
classical, 207 -209, 222
cross-over, 56, 65
equivalent time series, 209- 210, 213,223
factorial, 210, 213, 223
interrupted time series, 209, 213, 223
Latin square, 2I0, 2I3, 223
notat ion,  212,2I3,222
one-group pretest-posttest, 209_209, 213
one-shot case study, 208109, 213, 223
preexperimen tal, 207 -208, 223
quasi-experim ent, 208-209, 223
Solomon four-group, 2I0-2I3, 223
static group comparison, 209109, 213
two-group posttest-only, 2 1 3

Explanation, 34-35
alternative, 34-36 (see also Hlpothesis,

alternative)
causal, 35-39,45
deductive, 29-30,46
idiographic,46
inductive, 30,46
interpretative, 40-41
nomothetic,4246
ordinary,35
pattern (see Elaboration paradigm)
structural, 39-40
theoretical, 35

Explanatory research (see Research,
explanatory)

Exploratory research (see Research, exploratory)
External consistenry (see Consistenry in field

research, external)
External criticism (see Criticism in historical

research, external)
External validity (see Y alidity, external)

F

Fallary
ecological, 97-98, I02, I07
ethnographic ,294, 302
of misplaced concreteness, 240, 246
ofnonequivalence, 99

Feminist research (see Research, feminist)
Field (see also Field research)

experiment (see Experiment, field)
site, 280-281, 302

Field research , 2112,276-302
comparative, 319-320
compared with historical-comparative,

307-309
focusing in,295196
interviews (see Interview, field)
overinvolvem ent in, 282, 286, 303
presentation of self in, 283
rapport in,284-285
roles in. 285-287
sampling in,295-296
small favors in,286

Findings, suppression of(see Sponsors of
research, ethical concerns)

First-order interpretation (see Interpretation,
first-order)

Floater in survey research, 180, l9g
Focus groups, 300, 303
Focusing (see Field research, focusing in)
Freewriting (see Writing, process of)
Frequenry

distribution (see Statistics, univariate)
polygon (see Statistics, univariate)

Functional theory $ee Theory, functional)
Funnel sequence in questionnaires, 182, l9g



G

Galton's problem, 319-320, 326
Gamma (see Association of variables, measures

ofl
Gatekeeper, in field rcsearch,282
General Social Survey (GSS), 158, 239-240,246
"Go native" (see Field research, overinvolvement

in)
Grantsmansh ip, 3 57, 3 59
Grounded theory (see Theory grounded)
GSS (see General Social Survey)
Guilty knowl edge (see Knowledge, guilty)
Guttman Scale (see Scale, Guttman)

H

Halo effect (see Effect, halo)
Harm to research subjects, 51-53
Hawthorne effect (see Effect, Hawthorne)
Histogram (see Statistics, univariate)
Historical-comparative research (see Research,

historical-comparative)
Historiography, 312
History effect (see Effect, history internal validity

threat)
HRAF (see Human Area Relations Files)
Human Area Relations Files (HRAF),320,326

Hyper1.ert,342
Hlpothesis, 29,L07

alternative, 95,107
causal,92-93
conceptual, 1 13-1 15, 139
empirical, 113-1 15, 139
null,93-95, 107

I

Ideal type, 27 -28, 46, 336-337
analogies in,337
contrast contexts, 337

Idiographic explanation (see Explanation,
ideographic)

Illustrative method, 338, 342
Independence in statistical relationship (see

Relationship, independence)
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Index
as location tool to find articles (see Abstract, as

location tool for articles)
as method of measuremenl, 124-128,139

unweighted, 127
weighted,127

Indicator
multiple, 116-117,139
socra7,237

Inductive
approach to theory (see Explanation, inductive)
reasoning (see Explanation, inductive)

Inference
in content analysis, 236
fr om nonreac tive data, 244
samples, 162-164
separation of,29l

Inferential statistics (see Statistics, inferential)
Informant in field research.299
Informed consent, 5+-55, 66
Institutional Review Board (IRB), 54, 59, 66, 358
Interaction effect (see Effect, interaction)
Intercoder reliability (see Reliability, intercoder)
Interlibrary loan service, 73
Internal

consistency (see Consistency in field research,
internal)

criticism (see Criticism in historical research,
internal)

validity (see Validity, internal)
Internet (see also Survey, web)

use in literature search, 80, 82-84
Interpretation

first-order, 90, 107
second-order,90, L07
of secondary sources, historical-comparatite

research. 314-315
third-order, 90,107
in trivariate data analysis (see Elaboration

paradigm)
Interpretative social science (ISS), 43-14
Interval-level measures (see Measurement, ler"el<

o0
Interview

comparison of survey and ordinan-
conversation. 190-191
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Interview (continued)
in cross-national survey res earch,32l
face-to-face survey, I 8g-1 90
field,296-299
postexperimental,2Ig
schedule of, 168, 198
stages of, 192
survey, 190-194
telephone, 188-189
training for,192-193

IRB (see Institutional Review Board)

T

/ournals
personal (see Notes, field, personal journal)
scholarly articles, 9, 7 I-7 4, 7 6-7 9

K

Knowledge
explicit,277
guilty,301-302
questions in surveys, 176-177
tacit,277

L

Lake Wobegon effect (see Effect, Lake Wobegon)
Lambda (Association of variables, measures of)
Latent coding (see Coding, in content analysis,

latent)
Latin square design (see Experimental design,

Latin square)
Layout (see Questionnaire, layout of)
Level

of analysis (see Analysis, level of)
ot measurement (see Measurement, levels ofl
of significance (see Statistical, significance)

Lexicon equivalent (see Equivalence, lexicon)
Likert Scale (see Scale, Likert)
Literature (see also Journals, scholarlv articles)

reviews, 69-7 1 , 79-80, 82, 107
Logic

of disconfirming hypothesis,g3-94 (see also
Hypothesis, null)

of historical-comparative research, 306_3 l0

M

Macro-level theory $ee Theory, macro-level)
Manifest coding (see Coding in content analysis,

manifest)
Maps (see also Diagrams in qualitative data

analysis)
social, 292193 (see also Sociograms)
spatial,292-293
temporal, 292-293

Marginals (see Table, parts of cross-tabulation
table)

Matching vs. random assignment, 203-:204
Maturation effect (see Effect, maturation, internal

validity threat)
Mean,25I-253, 273
Measurement, 108-129

equivalence (see Equivalence, measurement)
levels of, 722-124, 139, 264
validity (see Y alidity, measurement)

Measures
accretion, 225-226. 246
of association (see Association of variables,

measures ofl
of central tendency (seeMean;Median; Mode)
erosion, 225-226,246
unobtrusive (see Research, nonreactive)
of variation (see Standard deviation)

Media m1ths, 4-7
Median, 251-253,273
Member

in field research,267
validation (seeYalidity, in field research)

Micro-level theory $ee Theory,microlevel)
Milgram Obedience study, 51, 53
Missing data

in existing statistics research, 249
in index construction, 127

Mode,25I-253, 273
Mortality, experimental (see Experimental

mortality, internal validity threat)
Multiple

indicators (see Indicator, multiple)
regression (see Regression, multiple)
sorting procedure, 339-340

Mutual exclusiveness (see Variables, mutually
exclusive)



N

Narrative
history,315
mode of qualitative data analysis 335-336'342'

355
National Opinion Research Center (NORC)' 8'

239-240
National Research Act, 59

Natural history, 295, 335, 354

Naturalism, 278,303
Negative relationship (see Relationship, negative)

Notinal-level measures (see Measurement' levels

of)
Nonresponse in survey research, 186

NORC (see National Opinion Research Center)

Normal distribution, 253 (see ako Skewed

distribution)
Normalize, in field research, 286,303

Norming (see Standardization)
Notes

analytic notes/memos ,291-292, 302, 332-334

fie\d.289-294
direct observati on, 289-292, 303

inference'291
jotted,289-290, 303

personal journal, 29I-292

personal, 289-294
Nuremburg Code, 59-60

o
Objective,64-65
Observation

in field research,287
selective,6,22
structured, 228,246

One-shot case study (see Experimental design'

one-shot case studY)

Open coding (see Coding, in qualitative research'

open)
Ouerationalization' I 12-1 15' 139

Optical scan sheets (see Data, quantitative'

entry)
Oral history, 314,326
Ordinal-level measures (see Measurement' levels

o0

Outlining (see Writing, Process o0

Overgeneraliz ation, 6, 22

P

Panel study, I7-I9,22
Paradigm, 4142,46
Parameter of population , L47 , l5l, 165

Paraphrase, 348,359
Partials, tables in trivariate analysis' 265-267,

273
Participant observation in field teseatch,287

Pearson product moment correlation coefficient,

37.264
Peer review (see Blind peer review)

Percentaged table (see Cross-tabulation)

Percentile, 254
Ph.D. (see Dissertations, Ph'D')

Pie chart (see Statistics' univariate)

Pilot
study,117
test,179,219

Placebo,216-223
Plagiarism, 49, 66, 348, 359

Population, 146,165
hidden, 160-161,165
parameter (see Parameter of population)

special, 55-56,66
target, 146, 165

Positivism, 42-43
Posttest (see Experimental, posttest)

PPS (see Sampling, probability proportionate to

size)
Prais,44,46
Precision in statistical relationship,

258-259
Precoding (see Coding in quantitative

research, Precoding)
Prediction, 34-35,46
Preexperimental designs (see Experimental

design, PreexPerimental)
Premature clo sur e, 6, 22

Pretest, improving measures' ll7 (see ako

ExPerimental, Pretest)
Principal investigator (PI)' 358-359

Principle ofvoluntary consent, 53' 59,66

Privacy,57
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Probability,24 Range
proportionate to size (see Sampling, probability in statistics, 253,273

proportionate to size) in theory (see Theory, range)
theory (see Theory, probability) Rates (see Standardization)

Probes, 179,192-193, 1,98 Ratio-level measures (see Measurement,
Proofreading (see Writing, process of) levels of)
Proposition (seeTheory,proposition in) RDD (see Random Digit Dialing)
Pseudosurvey (see Survey, pseudo) Reactive (see Reactivity)
Public opinion (see Research, survey) Reactivity, 54,2L7,223
Purposive sampling (see Sampling, purposive) Recall, aiding respondent, 173-174

Recollections, 3I4, 326

a 
Recording sheet

in content analysis, 223-225,246
Qualitative data (see Data, qualitative) in quantitative data analysis, 248--250
Quantitative data (see Data, quantitative) Reductionism, gS-99, I02, 107
Question Refusals, in survey research (see Nonresponse, in

closed-ended,177-178,198 survey research)
contingency, 17l-172,198 Regression
contrast, 298,302 multiple, 266-267
descriptive, 298,302 statistical (threat to internal validity),2ls
double-barreled, 171,198 Relationship
double-negative, I73 bivariate, 257-263
full-filter, 179, I98 causal, 35-39
leading,lT2 curvilinear,258,262
loaded,lT2 direction,258
matrix, 185-186, 198 form ol 258
open-ended,177-179,198 independence,257-258,273
order(seeEffect,orderofsurveyquestions) linear,37,258-259,262,273
partially open , 179, 198 negative, 39, 46, 258
quasi-filter, 180, 198 nonlinear,258
research (see Research, question) positive, 39,46,258
slop,77I-1.72, 198 precision in (see Precision in statistical
standardformat, 180*181, i98 relationship)
structural, 298*299, 303 recursive, 37
threatening, 175-L78, 198 theory,in,29

Questionnaire, 169 Reliability, II5-117, LI9-120, 139
layout of, 181-185 in existing statistics research, 243-244
length of, 1 8 1-1 82 in field research, 294-295
mail, 186-188 intercoder,230

relation to validity, 120-I2l

R Replication (see also Elaboration paradigm)
of other's measures. 117

Random ofresearchfindings,42,46
assignment, 202-204,223 Request for Proposals (RFP),356, 359
number table, 148, 153, 165 Research
sampling, 148*149,161, 165 academic, IL-I3,2L

Random Digit Dialing (RDD), 158-159, 165 action,13,22



Research (continued)
applied, Ll-13,22
basic,  11-13,21
case study, l8-19,20, 22,306
covert, 54
cross-section al, 17 -18, 22
descriptive, L5-L6,22
evaluation, 12-13,22
existing statistics (see Existing statistics)
experimental (see Experimental, research)
explanatory L5-16,22
exploratory 15-16,22
feminist, 14,336
field (see Field research)
fraud in (see Scientific, fraud)
historical-comparative, 2I--22, 305-326
longitudinal, 17 -I8, 22
nonreactive, 225-246
path

linear,85, 107
nonlinear,85, 107

problem, 86-88, 101-103
proposal, 355-359
quantitative and qualitative comparcd, 7, 20,

86-88
question, 86-88, 101-103
report, 344 (see ako Writing, organization of)
secondary analysis (see Analysis, secondary)
social,2,22
survey, 20,22, 167-798
time series, L7-I8,22

Respondents, 167
Response, 130-131, 181, 198

in surveyresearch, 186
Revising (see Writing, process of)
Rewriting (see Writing, process ofl
RFP (see Request for Proposals)
Rho (see Association of variables, measures o0
Running records, 226,314,326 (see a/so Existing

statistics)

S

Sampling
accidental, 142-143, 165
cluster, 154-158, 161, 165
content analysis, 233
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convenience, 142-143, 165
deviant case, 145, 165
distribution, 149-151, 165
element, L46, L65
err or (see Error, sampling)
extreme case, 145, 165
field research (see Field Research, sampling in)
frame, I46-L47, L5l-I52,155, 165
haphazar d, | 42- | 43, | 6 5
interval, l5l-154, 16l, 165
judgmental, I42-I43, 165
nonprobability, | 41, 765
nonrandom, I4l, 765
probability (see Random, sampling)
probability proportionate to size (ppS),

157-158,165
purposive, I42-I43, 165
quota,742, 165
ratio, 146, 151, 165
sequential, I45,165
simple random (see Random, sampling)
size, I6L-I62
snowball, 144-145,165
stratified, 152-154, 161, 165
systematic, 151-154, 161, 165

Scale, 124-125, I28-I39
Bogardus Social Distan ce, 132-135, 139
Guttman, 135-139
Likert, 129-1 32,139
semantic differential, 135-136, 139

Scalogram analysis (see Analysis, scalogram)
Scattergram, 257 -258, 27 3
Scholarly journals (see |ournals, scholarh

articles)
Science, 7
Scientific

community, 7-9,22
fraud,49,66
method, S-9,22
misconduct, 4849,66

Secondary
account (see Interpretation, second-order I
analysis (see Analysis, secondary)

Selective
coding (see Coding in qualitative researcb"

selective)
observation (see Observation, selecth-e
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Semantic differential (see Scale, semantic
differential)

Separation of inference (see Inference, separation
ofl

Skewed distribution, 253_254, 27 3
Social

impact assessment, 14_15. 22
indicator (see Indicator, social)

Sociograms, 144, 165
Solomon four-group design (see Experimental

design)
Sources in historical research

primary, 312-317, 326
secondary 314_316,326

Special populations (see population, special)
Specification pattern (see Elaboration paradigm)
Sponsors of research, ethical .on...nr, 6 l_63"
Spuriousness , 37,99_102, I07, 263, 322
Standard deviation, 254_256, 27 3
Standardizati on, !27 -129, I39
Standardized score (see Z_score)
Statistic (contrasted with paramet er), 147, 165
Statistical

regression (see y alidity, internal)
significance, 269-270, 27 3

, 
validity (see y alidity,statistical)

Statistical Abstract of the (Jnited States, 237 _23g,
246

Statistics
bivariate, 257 J65, 269, 27 3
descriptive, 25lJ6g, 27 3
inferential, 162, 765, 16g17 I
univariate, 251157, 269, 27 3

Steps in research, 9-10
Structural

explanation (see Explanation, structural)
fu nctionalism (see Theory,structural

functional)
question (see euestion, structural)

Style in writing, 345
Successive approximatio n, 337_33g, 342
Suppression of research findings, 62_63
Survey

cross-national, 32 1
pseudo, 196
research (see Research, survey)

suppression, 196
web, 187-189

Symbolic interactionism (see Theory,symbolic
interactionism)

Systematic sample (see Sampling, systematic)

T

Table
in bivariate statistics (see Cross_tabulation)
parts of cross-tabulation table, 260, 27 3
trivariate, 265-267

Tau (see Association of variables, measures ofl
Tearoom Trade study, 52_53,57
Telephone interviewing (see Interview, telephone)
Temporal order (see Causal, temporal order)
Text in content analysis, 227, 246
Theoretical frameworks, 32_33
Theory

assumptions of,2g,45
causal (see Explanation, causal)
conflict,33
exchange,33
functional, 32-33, 40, 46
grounded, 3I, 46, gg, 309
level of 33
macro-level, 34, 46
meso-level, 34,46
micro-level, 33, 46
middle-range,3l-32
network,3g
probabiliry 148_149
proposition in,29,46
range, 31
rational choice, 33
sequential, 39
social,7,24
structural functional, 32_33, 40, 46
substantive, 3l-32
symbolic interactionism, 33

Threatening question (see euestion, threatening)
Time series

equivalent design (see Experimental design)
interrupted design (see Experimental d.rrg"l
research (see Research, time series)

Tone in writing, 345,353



Tradition, as alternative to science,4

Treatment in experiments (see Experimental

design)
Trivariate tables (see Table, trivariate)

Tlpe I, II error (see Error, Type I' II)

U

Unbiased,203
Understandin g (see Verstehen)
Unidimensio nality, L25, 739

Unit of analysis (see Analysis' units o0

Universal Declaration of Human Rights' 60

Universe, 87,107,146
Unobtrusive measures (see Research, nonreactive)

Unweighted index (see Index, as method of

measurement, unweighted)

V

Validity, ll5-12r,139
concurrent, l18,139
content, 118, 139
criterion, 118' 139
external, l2L, 139, 216-2L8

face, 118-120, 139
in field research

competent insider' 295
ecological, 295,302
member valid ation, 29 5, 303

natural history 295
internal, l2l, 139, 212-216, 2I9

measurement, 115, i 18' 139, t64

predictive, i 18-l 19, 139

relation of reliability to, lL9-120

statistical, 12l
types of, 121

Value freedom,42,64
Variables, 107

attributes of,91, 107

continuous, 122-123, 139

control, 37, 263-268, 27 3

defined,91
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dependent, I07,205
discrete, 122-123, I39
exhaustive attributes, 125, 139, 17 3, 314

independent, gI-92, 107 (see also Experimental

design)
intervening, 92, I07
mutually exclusive, 125, 139, 17 3, 314

suppressor (see Elaboration paradigm)

Variance (see Standard deviation)
Variation, concomitant (see Association of

variables)
Verstehen (empathetic understandin g) 44, 46,

285
Voice, in writing, 350

w
Web survey (see Survey, web)
Weighted index (see Index, as method of

measurement, weighted)
Whistle-blower, 61, 66 .

Wording effects (see Effect, wording of survey

questions)
Writer's block, 349
Writing, organization of, 345-35 4

in field research reports, 302, 352-355

in historical-comparative research, 354-355

metaphor,350
outlines, 345-346
in quantitative research reports, 35L-352

Writing, process of
composing, 348-349
editing,349,359
freewriting,349
prewriting, 348,359
revising, 349,359
rewriting, 349-351, 359

Z

Zimbardo Prison Experiment, 51, 53

Zoom lens, 302,352-355
Z-scorc,255-256,273
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