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2 PART ONE / FOUNDATIONS

INTRODUCTION

Social research is all around us. Educators, gov-
ernment officials, business managers, human
service providers, and health care professionals
regularly use social research methods and find-
ings. People use social research to raise children,
reduce crime, improve public health, sell prod-
ucts, or just understand one’s life. Reports of re-
search appear on broadcast news programs, in
popular magazines, in newspapers, and on the
Internet.

Research findings can affect people’s daily
lives and public policies. For example, 1 recently
heard a debate regarding a U.S. federal govern-
ment program to offer teenagers sexual absti-
nence counseling. A high-level government
official argued for such counseling and strongly
opposed offering teens birth control informa-
tion. An independent health administrator
noted that there is no scientitic evidence show-
ing that abstinence-only counseling works. He
said that 80 percent of teens are already sexually
active by the age of 18, therefore it is essential to
provide birth control information. He pointed
to many research studies showing that birth
control instruction for teens reduces pregnancy
rates and the spread of sexuallv transmitted dis-
eases. The government abstinence-only advo-
cate relied on moral persuasion because he had
no research evidence. ldeology, faith, and poli-
tics shape many government programs rather
than solid research evidence, but good social re-
search can help all of us make informed deci-
sions. The evidence also explains why many
programs fail to accomplish much or may do
more harm than good.

This book is about social research. [n simple
terms, research is a way of going about finding
answers to questions. Professors, professional
researchers, practitioners, and students in many
tields conduct research to seek answers to ques-
tions about the social world. You probably al-
ready have some notion of what social research
entails. First, let me end some possible miscon-

ceptions. When [ asked students in my classes
what they think social research entails, they gave
the following answers:

m It is based on facts alone; there is no theory
or personal judgment.

m Only experts with a Ph.D. degree or college
professors read it or do it.

B [t means going to the library and finding a
lot of magazine articles or books on a topic.

m It is when someone hangs around a group
and observes.

® It means conducting a controlled experi-
ment.

m Social research is drawing a sample of peo-
ple and giving them questionnaires to com-
plete.

m It is looking up lots of statistical tables
and information from official government
reports.

s To do it, one must use computers to create
statistics, charts, and graphs.

The first two answers are wrong, and the
others describe only part of what constitutes so-
cial rescarch. It is unwise to confuse one part
with the whole.

People conduct social research to learn
something new about the social world; or to
carefully document guesses, hunches, or beliefs
about it; or to refine their understanding of how
the social world works. A researcher combines
theories or ideas with facts in a careful, system-
atic way and uses creativity. He or she learns to
organize and plan carefully and to select the ap-
propriate technique to address a specific kind of
question. A rescarcher also must treat the people
in a study in ethical and moral ways. In addition,
a researcher must fully and clearly communicate
the results of a study to others.

Social research is a process in which people
combine a set of principles, outlooks, and ideas
(i.e., methodology) with a collection of specific
practices, techniques, and strategies (i.c., a
method of inquiry) to produce knowledge. It is



an exciting process of discovery, but it requires
persistence, personal integrity, tolerance for am-
biguity, interaction with others, and pride in do-
ing quality work.

Reading this book cannot transform you
into an expert researcher, but it can teach you to
be a better consumer of research results, help you
to understand how the research enterprise works,
and prepare you to conduct small research pro-
jects. After studying this book, you will be aware
of what research can and cannot do, and why
properly conducted research is important.

RESEARCH

Unless you are unusual, most of what you know
about the social world is not based on doing so-
cial research. You probably learned most of what
you know using an alternative to social research.
It is based on what your parents and other people
(e.g., friends, teachers) have told you. You also
have knowledge based on your personal experi-
ences, the books and magazines you have read,
and the movies and television you have watched.
You may also use plain old “common sense.”
More than a collection of techniques, social
research is a process for producing knowledge. It
is a more structured, organized, and systematic
process than the alternatives that most of us use
in daily life. Knowledge from the alternatives is
often correct, but knowledge based on research
is more likely to be true and have fewer errors.
Although research does not always produce per-
fect knowledge, compared to the alternatives it is
much less likely to be flawed. Let us review the
alternatives before examining social research.

Authority

You have acquired knowledge from parents,
teachers, and experts as well as from books, tele-
vision, and other media. When you accept
something as being true because someone in a
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position of authority says it is true or because -
is in an authoritative publication, you are relhing
on authority as a basis for knowledge. Relving
on the wisdom of authorities is a quick, simple.
and cheap way to learn something. Authorities
often spend time and effort to learn something.
and you can benefit from their experience and
work.

There are also limitations to relying on au-
thority. First, it is easy to overestimate the exper-
tise of other people. You may assume that thev
are right when they are not. History is full of past
experts whom we now see as being misinformed.
For example, some “experts” of the past mea-
sured intelligence by counting bumps on the
skull; other “experts” used bloodletting to try to
cure diseases. Their errors seem obvious now,
but can you be certain that today’s experts will
not become tomorrow’s fools? Second, authori-
ties may not agree, and all authorities may not be
equally dependable. Whom should we believe if
authorities disagree? Third, authorities may
speak on fields they know little about or be plain
wrong. An expert who is very informed about
one area may use his or her authority in an un-
related area. Also, using the halo eftect (dis-
cussed later), expertise in one area may spill over
illegitimately to be authority in a totally different
area. Have you ever seen television commercials
where a movie star uses his or her fame as au-
thority to convince you to buy a car? We need to
ask: Who is or is not an authority?

An additional issue is the misuse of author-
ity. Sometimes organizations or individuals
give an appearance of authority so they can con-
vince others to agree to something that they
might not otherwise agree to. A related situation
occurs when a person with little training and ex-
pertise is named as a “senior fellow™ or “adjunct
scholar” in a private “think tank” with an im-
pressive name, such as the Center for the Study
of X or the Institute on Y Research. Some think
tanks are legitimate research centers, but many
are mere fronts created by wealthy special-inter-
est groups to engage in advocacy politics. Think
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tarths cant Dleac avone 4 Sscholar” to facilitate
the mass tiedia accepting the person as an au-
thorit o Lnissue. In reality, the person may
real expertise.! Also, too much re-
aance onauthorities can be dangerous to a de-
ocratic society. Experts may promote ideas
that strengthen their own power and position.
When we accept the authority of experts, but do
a0t know how they arrived at their knowledge,
we lose the ability to evaluate what the experts
sav and lose control of our destiny.

Dot have it

Tradition

People sometimes rely on tradition for knowl-
edge. Tradition is a special case of authority—
the authority of the past. Tradition means you
accept something as being true because “it’s the
way things have always been.” For example,
my father-in-law says that drinking a shot of
whiskey cures a cold. When 1 asked about his
statement, he said that he had learned it from his
father when he was a child, and it had come
down from past generations. Tradition was the
basis of the knowledge for the cure. Here is an
example from the social world: Many people be-
lieve that children who are raised at home by
their mothers grow up to be better adjusted and
have fewer personal problems than those raised
in other settings. People “know” this, but how
did they learn it? Most accept it because they be-
lieve (rightly or wrongly) that it was true in the
past or is the way things have always been done.
some traditional social knowledge begins as
simple prejudice. You might rely on tradition
without being fully aware of it with a belief such
as “People from that side of the tracks will never
amount to anything” or “You never can trust
that type of person” or “That’s the way men (or
women) are.” Even if traditional knowledge was
once true, it can become distorted as it is passed
on, and soon it is no longer true. People may
cling to traditional knowledge without real un-
derstanding; they assume that because some-
thing may have worked or been true in the past,
it will continue to be true.

Common Sense

You know a lot about the social world from your
everyday reasoning or common sense. You rely
on what everyone knows and what “just makes
sense.” For example, it “just makes sense” that
murder rates are higher in nations that do not
have a death penalty, because people are less
likely to kill if they face execution for doing so.
This and other widely held commonsense be-
liefs, such as that poor youth are more likely to
commit deviant acts than those from the middle
class or that most Catholics do not use birth
control, are false.

Common sense is valuable in daily living,
but it allows logical fallacies to slip into thinking.
For example, the so-called gambler’s fallacy says:
“If I have a long string of losses playing a lottery,
the next time I play, my chances of winning will
be better.” In terms of probability and the facts,
this is false. Also, common sense contains con-
tradictory ideas that often go unnoticed because
people use the ideas at different times, such as
“opposites attract” and “birds of a feather flock
together.” Common sense can originate in tradi-
tion. It is useful and sometimes correct, but it
also contains errors, misinformation, contradic-
tion, and prejudice.

Media Myths

Television shows, movies, and newspaper and
magazine articles are important sources of in-
formation. For example, most people have no
contact with criminals but learn about crime by
watching television shows and movies and by
reading newspapers. However, the television
portrayals of crime, and of many other things,
do not accurately reflect social reality. The writ-
ers who create or “adapt” images from life for
television shows and movie scripts distort real-
ity either out of ignorance or because they rely
on authority, tradition, and common sense.
Their primary goal is to entertain, not to repre-
sent reality accurately. Although many journal-
ists try to present a realistic picture of the world,



they must write stories in short time periods
with limited information and within editorial
guidelines.

Unfortunately, the media tend to perpetu-
ate the myths of a culture. For example, the me-
dia show that most people who receive welfare
are Black (actually, most are White), that most
people who are mentally ill are violent and dan-
gerous (only a small percentage actually are),
and that most people who are elderly are senile
and in nursing homes (a tiny minority are).
Also, mass media “hype” can create a feeling that
amajor problem exists when it may not (see Box
1.1). People are misled by visual images more
easily than other forms of “lying”; this means
that stories or stereotypes that appear on film
and television can have a powerful effect on peo-
ple. For example, television repeatedly shows
low-income, inner-city, African American vouth
using illegal drugs. Eventually, most people
“know” that urban Blacks use illegal drugs at a
higher rate than other groups in the United
States, even though this notion is false.

Competing interests use the media to win
public support.? Public relations campaigns try
to alter what the public thinks about scientific
findings, making it difficult for the public to
judge research findings. For example, a large
majority of scientific research supports the
global warming thesis (i.e., pollutants from in-
dustrialization and massive deforestation are
raising the earth’s temperature and will cause
dramatic climate change and bring about envi-
ronmental disasters). The scientific evidence is
growing and gets stronger each year. The media
give equal attention to a few dissenters who
question global warming, creating the impres-
sion in the public mind that “no one really
knows” or that scientists are undecided about
the issue of global warming. The media sources
fail to mention that the dissenters represent less
than 2 percent of all scientists, or that most dis-
senting studies are paid for by heavily polluting
industries. The industries also spend millions of
dollars to publicize the findings because their
goal is to deflect growing criticism and delay en-
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Is Road Rage a Media Myth?

Americans hear a lot about road rage. Newsweek mag-
azine, Time magazine. and newspapers in most major
cities have carried headlines about it. Leading na-
tional political officials have held public hearings on
it, and the federal government gives millions of dol-
lars in grants to law enforcement and transportation
departments to reduce it. Today, even psychologists
specialize in this disorder.

The term road rage first appeared in 1988, and
by 1997, the print media were carrying over 4,000
articles per year on it. Despite media attention about
“aggressive driving” and “anger behind the wheel,”
there is no scientific evidence for road rage. The term
is not precisely defined and can refer to anything
from gunshots from cars. use of hand gestures, run-
ning bicyclists off the road, tailgating, and even anger
over auto repair bills! All the data on crashes and ac-
cidents show declines during the period when road
rage reached an epidemic.

Perhaps media reports fueled perceptions of road
rage. After hearing or reading about road rage and
having a label for the behavior, people began to no-
tice rude driving behavior and engaged in selective ob-
servation. We will not know for sure until it is properly
studied, but the amount of such behavior may be un-
changed. It may turn out that the national epidemic
of road rage is a widely held myth stimulated by re-
ports in the mass media. (For more information, see
Michael Fumento, “Road Rage versus Reality,”
Atlantic Monthly [August 1998]))

vironmental regulations, not to advance knowl-
edge.

Newspapers offer horoscopes, and televi-
sion programs or movies report on supernatural
powers, ESP (extrasensory perception}, UFQOs
(unidentified flving objects), and angels or
ghosts. Although no scientific evidence exists for
such, between 25 and 50 percent of the U.S. pub-
lic accepts them as true, and the percentage with
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such beliefs has been growing over time as the
entertainment media give the phenomenon
more prominence.3

Personal Experience

If something happens to you, if you personally
see it or experience it, you accept it as true. Per-
sonal experience, or “seeing is believing,” has a
strong impact and is a powerful source of
knowledge. Unfortunately, personal experience
can lead you astray. Something similar to an op-
tical illusion or mirage can occur. What appears
true may actually be due to a slight error or dis-
tortion in judgment. The power of immediacy
and direct personal contact is very strong. Even
knowing that, people fall for illusions. Many
people believe what they see or personally expe-
rience rather than what very carefully designed
research has discovered.

The four errors of personal experience rein-
force each other and can occur in other areas, as
well. They are a basis for misleading people
through propaganda, cons or fraud, magic,
stereotyping, and some advertising, The most
frequent problem is overgeneralization; it occurs
when some evidence supports your belief, but
you falsely assume that it applies to many other
situations, too. Limited generalization may be
appropriate; under certain conditions, a small
amount of evidence can explain a larger situa-
tion. The problem is that many people general-
ize far beyond limited evidence. For example,
over the years, I have known five blind people.
All of them were very friendly. Can I conclude
that all blind people are friendly? Do the five
people with whom 1 happened to have personal
experience with represent all blind people?

The second error, selective observation, oc-
curs when you take special notice of some people
or events and tend to seek out evidence that con-
firms what you already believe and ignore con-
tradictory information. People often focus on or
observe particular cases or situations, especially
when they fit preconceived ideas. We are sensi-

tive to features that confirm what we think, but
ignore features that contradict it. For example, I
believe tall people are excellent singers. This may
be because of stereotypes, what my mother told
me, or whatever. I observe tall people and, with-
out awareness, pay particular attention to their
singing. I look at a chorus or top vocalist and no-
tice those who are tall. Without realizing it, I no-
tice and remember people and situations that
reinforce my preconceived ideas. Psychologists
found that people tend to “seek out” and distort
their memories to make them more consistent
with what they already think.*

A third error is premature closure. It often
operates with and reinforces the first two errors.
Premature closure occurs when you feel you
have the answer and do not need to listen, seek
information, or raise questions any longer. Un-
fortunately, most of us are a little lazy or get a lit-
tle sloppy. We take a few pieces of evidence or
look at events for a short while and then think
we have it figured out. We look for evidence to
confirm or reject an idea and stop when a small
amount of evidence is present. In a word, we
jump to conclusions. For example, I want to
learn whether people in my town support Mary
Smith or Jon Van Horn for mayor. I ask 20 peo-
ple; 16 say they favor Mary, 2 are undecided, and
only 2 favor Jon, so I stop there and believe Mary
will win. ‘

Another common error is the halo effect; it is
when we overgeneralize from what we accept as
being highly positive or prestigious and let its
strong reputation or prestige “rub off” onto
other areas. Thus, I pick up a report by a person
from a prestigious university, say Harvard or
Cambridge University. I assume that the author
is smart and talented and that the report will be
excellent. I do not make this assumption about a
report by someone from Unknown University. 1
form an opinion and prejudge the report and
may not approach it by considering its own mer-
its alone. How the various alternatives to social
research might address the issue of laundry is
shown in Table 1.1.
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Alternatives to Social
Research

Example Issue:
In the division of household

- tasks by gender, why do
women tend to do the laundry?

TABLE 1.1

toSacial

Authority Experts say that as children,
females are taught to make,
select, mend, and clean clothing
as part of a female focus on
physical appearance and on
caring for children or others ina
family. Women do the laundry
based on their childhood

preparation.

Tradition Women have done the laundry
for centuries, soitis a
continuation of what has

happened for a long time.

Men just are not as concerned
about clothing as much as
women, so it only makes sense
that women do the laundry
more often.

Common Sense

Television commercials show
women often doing laundry and
enjoying it, so they do laundry
because they think it's fun.

Media Myth

Personal
Experience

My mother and the mothers of
all my friends did the laundry.
My female friends did it for their
boyfriends, but never the other
way around. It just feels natural
for the woman to do it.

HOW SCIENCE WORKS

Although it builds on some aspects of the alter-
native ways of developing knowledge, science is
what separates social research. Social research
involves thinking scientifically about questions
about the social world and following scientific
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processes. This suggests that we examine the
meaning of science and how its works.

Science

The term science suggests an image of test tubes,
computers, rocket ships, and people in white lab
coats. These outward trappings are a part of sci-
ence, especially natural science (i.e., astronomy,
biology, chemistry, geology, and physics,), that
deals with the physical and material world (e.g.,
plants, chemicals, rocks, stars, and electricity).
The social sciences, such as anthropology, psy-
chology, political science, and sociology, involve
the study of people—their beliefs, behavior, in-
teraction, institutions, and so forth. Fewer peo-
ple associate these disciplines with the word
science. Science is a social institution and a way
to produce knowledge. Not everyone is well in-
formed about science. For example, a 2001 sur-
vey found that about only one-third of U.S.
adults could correctly explain the basics of
science.’

Scientists gather data using specialized tech-
niques and use the data to support or reject the-
ories. Data are the empirical evidence or
information that one gathers carefully accord-
ing to rules or procedures. The data can be
quantitative (i.e., expressed as numbers) or
qualitative (i.e., expressed as words, visual im-
ages, sounds, or objects). Empirical evidence
refers to observations that people experience
through the senses—touch, sight, hearing, smell,
and taste. This confuses people, because re-
searchers cannot use their senses to directly ob-
serve many aspects of the social world about
which they seek answers (e.g., intelligence, atti-
tudes, opinions, feelings, emotions, power, au-
thority, etc.). Researchers have many specialized
techniques to observe and indirectly measure
such aspects of the social world.

The Scientific Community

Science comes to life through the operation of
the scientific community, which sustains the as-
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sumptions, attitudes, and techniques of science.
The scientific community is a collection of people
who practice science and a set of norms, behav-
iors, and attitudes that bind them together. Itisa
professional community—a group of interacting
people who share ethical principles, beliefs and
values, techniques and training, and career paths.
For the most part, the scientific community in-
cludes both the natural and social sciences.®

Many people outside the core scientific
community use scientific research techniques. A
range of practitioners and technicians apply re-
search techniques that scientists developed and
refined. Many use the research techniques (e.g.,
a survey) without possessing a deep knowledge
of scientific research. Yet, anyone who uses the
techniques or results of science can do so better
if they also understand the principles and
processes of the scientific community.

The boundaries of the scientific community
and its membership are defined loosely. There is
no membership card or master roster. Many
people treat a Ph.D. degree in a scientific field as
an informal “entry ticket” to membership in the
scientific community. The Ph.D., which stands
for doctorate of philosophy, is an advanced
graduate degree beyond the master’s that pre-
pares one to conduct independent research.
Some researchers do not have Ph.D.s and not all
those who receive Ph.D.s enter occupations in
which they conduct research. They enter many
occupations and may have other responsibilities
(e.g., teaching, administration, consulting, clin-
ical practice, advising, etc.). In fact, about one-
half of the people who receive scientific Ph.D.s
do not follow careers as active researchers.

At the core of the scientific community are
researchers who conduct studies on a full-time
or part-time basis, usually with the help of assis-
tants. Many research assistants are graduate stu-
dents, and some are undergraduates. Working
as a research assistant is the way that most scien-
tists gain a real grasp on the details of doing re-
search. Colleges and universities employ most
members of the scientific community’s core.
Some scientists work for the government or pri-

vate industry in organizations such as the Na-
tional Opinion Research Center and the Rand
Corporation. Most, however, work at the ap-
proximately 200 research universities and insti-
tutes located in a dozen advanced industrialized
countries. Thus, the scientific community is
scattered geographically, but its members tend
to work together in small clusters.

How big is the scientific community? This is
not an easy question to answer. Using the broad-
est definition (including all scientists and those
in science-related professions, such as engi-
neers), it includes about 15 percent of the labor
force in advanced industrialized countries. A
better way to look at the scientific community is
to examine the basic unit of the larger commu-
nity: the discipline (e.g., sociology, biology, psy-
chology, etc.). Scientists are most familiar with a
particular discipline because knowledge is spe-
cialized. Compared to other fields with ad-
vanced training, the numbers are very small. For
example, each year, about 500 people receive
Ph.D.s in sociology, 16,000 receive medical de-
grees, and 38,000 receive law degrees.

A discipline such as sociology may have
about 8,000 active researchers worldwide. Most
researchers complete only two or three studies
in their careers, whereas a small number of
highly active researchers conduct many dozens
of studies. In a specialty or topic area (e.g., study
of the death penalty, social movements, di-
vorce), only about 100 researchers are very ac-
tive and conduct most research studies.
Although research results represent what hu-
manity knows and it has a major impact on the
lives of many millions of people, only a small
number of people are actually producing most
new scientific knowledge.

The Scientific Method and Attitude

You have probably heard of the scientific
method, and you may be wondering how it fits
into all this. The scientific method is not one sin-
gle thing; it refers to the ideas, rules, techniques,
and approaches that the scientific community



uses. The method arises from a loose consensus
within the community of scientists. It includes a
way of looking at the world that places a high
value on professionalism, craftsmanship, ethical
integrity, creativity, rigorous standards, and dili-
gence. It also includes strong professional norms
such as honesty and uprightness in doing re-
search, great candor and openness about how
one conducted a study, and a focus on the mer-
its of the research itself and not on any charac-
teristics of individuals who conducted the study.

Journal Articles in Science

Consider what happens once a researcher fin-
ishes a study. First, he or she writes a detailed de-
scription of the study and the results as a
research report or a paper using a special format.
Often, he or she also gives an oral presentation of
the paper before other researchers at a confer-
ence or a meeting of a professional association
and seeks comments and suggestions. Next, the
researcher sends several copies to the editor of a
scholarly journal. Each editor, a respected re-
searcher chosen by other scientists to oversee the
journal, removes the title page, which is the only
place the author’s name appears, and sends the
article to several reviewers. The reviewers are re-
spected scientists who have conducted studies in
the same specialty area or topic. The reviewers
do not know who did the study, and the author
of the paper does not know who the reviewers
are. This reinforces the scientific principle of
judging a study on its merits alone. Reviewers
evaluate the research based on its clarity, origi-
nality, standards of good research methods, and
advancing knowledge. They return their evalua-
tions to the editor, who decides to reject the pa-
per, ask the author to revise and resubmit it, or
accept it for publication. It is a very careful, cau-
tious method to ensure quality control.

The scholarly journals that are highly re-
spected and regularly read by most researchers in
afield receive far more papers than they can pub-
lish. They accept only 10 to 15 percent of submit-
ted manuscripts. Even lower-ranked journals
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regularly reject half of the submissions. Thus,
several experienced researchers screen a journal
article based on its merits alone, and publication
represents the study’s tentative acceptance by the
scientific community as a valid contribution to
knowledge. Unlike the authors of articles for the
popular magazines found at newsstands, scien-
tists are not paid for publishing in scholarly jour-
nals. In fact, they may have to pay a small fee to
help defray costs just to have their papers consid-
ered. Researchers are happy to make their re-
search available to their peers (i.e., other
scientists and researchers) through scholarly
journals. The article communicates the results of
a study that a researcher might have devoted
years of his or her life to, and it is the way re-
searchers gain respect and visibility among their
professional peers. Likewise, the reviewers are
not paid for reviewing papers, but consider it an
honor to be asked to conduct the reviews and to
carry out one of the responsibilities of being in
the scientific community. The scientific commu-
nity imparts great respect to researchers who
publish many articles in the foremost scholarly
journals because these researchers are directly
advancing the scientific community’s primary
goal—the accumulation of carefully developed
knowledge. A researcher gains prestige and
honor and a reputation as an accomplished re-
searcher through such publications.

You may never publish an article in a schol-
arly journal, but you will probably read many
such articles. It is important to see how they are
a vital component in the system of scientific re-
search. Researchers actively read what appears in
the journals to learn about new research findings
and the methods used to conduct a study. Even-
tually, the new knowledge is disseminated in
textbooks, new reports, or public talks.

STEPS IN THE RESEARCH
PROCESS

Social research proceeds in a sequence of steps,
although various approaches to research suggest
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slightly different steps. Most studies follow the
seven steps discussed here. To begin the process,
you select a topic—a general area of study or is-
sue, such as domestic abuse, homelessness, or
powerful corporate elites. A topic is too broad
for conducting a study. This makes the next step
crucial. You must then narrow down the topic,
or focus the topic into a specific research ques-
tion for a study (e.g., “Are people who marry
younger more likely to engage in physical abuse
of a spouse under conditions of high stress than
those who marry older?”). As you learn about a
topic and narrow the focus, you should review
past research, or the literature, on a topic or
question. You also want to develop a possible
answer, or hypothesis, and theory can be impor-
tant at this stage.

After specifying a research question, you
have to develop a highly detailed plan on how
you will carry out the study. This third step re-
quires that you decide on the many practical de-
tails of doing the research (e.g., whether to use a
survey or qualitative observing in the field, how
many subjects to use, etc.). It is only after com-
pleting the design stage that you are ready to
gather the data or evidence (e.g., ask people the
questions, record answers, etc.). Once you have
very carefully collected the data, your next step is
to manipulate or analyze the data. This will help
you see any patterns in it and help you to give
meaning to or interpret the data (e.g., “People
who marry young and grew up in families with
abuse have higher rates of physical domestic
abuse than those with different family histo-
ries”). Finally, you must inform others by writing
a report that describes the study’s background,
how you conducted it, and what you discovered.

The seven-step process shown in Figure 1.1
is oversimplified. In practice, you will rarely
complete one step totally then leave it behind to
move to the next step. Rather, the process is in-
teractive in which the steps blend into each
other. What you do in a later step may stimulate
you to reconsider and slightly adjust your think-
ing in a previous one. The process is not strictly
linear and may flow back and forth before reach-
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ing an end. The seven steps are for one research
project; it is one cycle of going through the steps
in a single study on a specific topic.

Science is an ongoing enterprise that builds
on prior research and builds a larger, collectively
created body of knowledge. Any one study is a
small part of the much larger whole of science. A
single researcher may be working on multiple
research projects at once, or several researchers
may collaborate on one project. Likewise, one
project may result in one scholarly article or sev-
eral, and sometimes several smaller projects are
reported in a single article.

DIMENSIONS OF RESEARCH

Three years after they graduated from college.
Tim and Sharon met for lunch. Tim asked
Sharon, “So, how is your new job as a researcher
for Social Data, Inc.? What are you doing?”
Sharon answered, “Right now I'm working on
an applied research project on day care quality in
which we’re doing a cross-sectional survey to get
descriptive data for an evaluation study.” Sharon



touched on four dimensions of social research as
she described her research on day care.

Social research comes in several shapes and
sizes. Before you begin a study, you will need to
make several decisions about the specific type of
research you are going to conduct. Researchers
need to understand the advantages and disad-
vantages of each type, although most end up
specializing in doing one type. We can think of
the types as fitting into one of the categories in
each of four dimensions of research.

The first dimension is a distinction in how
research is used, or between applied and basic re-
search. The next is the purpose of doing research,
or its goal, to explore, describe, or explain. The
next two dimensions are more specific: how time
is incorporated into the study design, and the
specific data collection technique used.

The dimensions overlap, in that certain di-
mensions are often found together (e.g., the goal
of a study and a data collection technique). Once
you learn the dimensions, you will begin to see
how the particular research questions you might
want to investigate tend to be more compatible
with certain ways of designing a study and col-
lecting data. In addition, being aware of the di-
mensions of research will make it easier to
understand the research reports by others.

Use of Research

For over a century, science has had two wings.

“Some researchers adopt a detached, purely sci-
entific, and academic orientation; others are
more activist, pragmatic, and interventionist
oriented. This is not a rigid separation. Re-
searchers in the two wings cooperate and main-
tain friendly relations. Some individuals move
from one wing to another at different stages in
their careers. In simple terms, some researchers
concentrate on advancing general knowledge
over the long term, whereas others conduct
studies to solve specific, immediate problems.
Those who concentrate on examining the fun-
damental nature of social reality are engaged in
basic research.

Basic Research. Basic social research advances
fundamental knowledge about the social world.
Basic researchers focus on refuting or support-
ing theories that explain how the social world
operates, what makes things happen, why social
relations are a certain way, and why society
changes. Basic research is the source of most new
scientific ideas and ways of thinking about the
world. Many nonscientists criticize basic re-
search and ask, “What good is it?” and consider
it to be a waste of time and money. Although ba-
sic research often lacks a practical application in
the short term, it provides a foundation for
knowledge that advances understanding in
many policy areas, problems, or areas of study.
Basic research is the source of most of the tools,
methods, theories, and ideas about underlying
causes of how people act or think used by ap-
plied researchers. It provides the major break-
throughs that significant advances in knowledge;
it is the painstaking study of broad questions
that has the potential of shifting how we think
about a wide range of issues. It may have an im-
pact for the next 50 years or century. Often, the
applications of basic research appear many years
or decades later. Practical applications may be
apparent only after many accumulated advances
in basic knowledge build over a long time pe-
riod. For example, in 1984, Alec Jeffreys, a ge-
neticist at the University of Leicester in England,
was engaged in basic research studying the evo-
lution of genes. As an indirect accidential side ef-
fect of a new technique he developed, he
discovered a way to produce what is now call hu-
man DNA “fingerprints” or unique markings of
the DNA of individuals. This was not his intent.
He even said he would have never thought of the
technique if DNA fingerprints had been his goal.
Within 10 years applied uses of the technique
were developed. Today, DNA analysis is a widely
used technique in criminal investigations.

Applied Research. Applied social research is de-
signed to address a specific concern or to offer
solutions to a problem identified by an em-
ployer, club, agency, social movement, or orga-
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nization. Applied social researchers are rarely
concerned with building, testing, or connecting
to a larger theory, developing a long-term gen-
eral understanding, or carrying out a large-scale
investigation that might span years. Instead, they
usually conduct a quick, small-scale study that
provides practical results for use in the short
term (i.e., next month or next year). For exam-
ple, the student government of University X
wants to know whether the number of Univer-
sity X students who are arrested for driving while
intoxicated or involved in auto accidents will de-
cline if it sponsors alcohol-free parties next year.
Applied research would be most applicable for
this situation.

People employed in businesses, government
offices, health care facilities, social service agen-
cies, political organizations, and educational in-
stitutions often conduct applied research and
use the results in decision making. Applied re-
search affects decisions such as the following:
Should an agency start a new program to reduce
the wait time before a client receives benefits?
Should a police force adopt a new type of re-
sponse to reduce spousal abuse? Should a politi-
cal candidate emphasize his or her stand on the
environment instead of the economy? Should a
company market a skin care product to mature
adults instead of teenagers?

The scientific community is the primary
consumer of basic research. The consumers of
applied research findings are practitioners such
as teachers, counselors, and social workers, or
decision makers such as managers, agency ad-
ministrators, and public officials. Often, some-
one other than the researcher who conducted
the study uses the results.

Applied research results are less likely to en-
ter the public domain in publications and may
be available only to few decision makers or prac-
titioners. This means that applied research find-
ings often are not widely disseminated and that
well-qualified researchers rarely get to judge the
quality of applied studies.

The decision makers who use the results of
an applied study may or may not use them

wisely. Sometimes despite serious problems with
a study’s methodology and cautions from the re-
searchers, politicians use results to justify cutting
programs they dislike or to advance programs
they favor. Because applied research often has
immediate implications or involves controver-
sial issues, it often generates conflict. One
famous researcher, William Whyte (1984), en-
countered conflict over findings in his applied
research on a factory in Oklahoma and on
restaurants in Chicago. In the first case, the
management was more interested in defeating a
union than in learning about employment rela-
tions; in the other, restaurant owners really
sought to make the industry look good and did
not want findings on the nitty-gritty of its oper-
ations made public.

Applied and basic researchers adopt differ-
ent orientations toward research methodology
(see Table 1.2). Basic researchers emphasize high
methodological standards and try to conduct
near-perfect research. Applied researchers must
make more tradeoffs. They may compromise
scientific rigor to get quick, usable results, but
compromise is never an excuse for sloppy re-
search. Applied researchers try to squeeze re-
search into the constraints of an applied setting
and balance rigor against practical needs. Such
balancing requires an in-depth knowledge of re-
search and an awareness of the consequences of
compromising standards.

Types of Applied Research. There are many
specific types of applied research. Here, you will
learn about three major types: evaluation, ac-
tion, and social impact assessment.

Evaluation Research Study.  Evaluation research
study is applied research designed to find out
whether a program, a new way of doing some-
thing, a marketing campaign, a policy, and so
forth, is effective—in other words, “Does it
work?” The most widely used type of applied re-
search is evaluation research.” This type of re-
search is widely used in large bureaucratic
organizations (e.g., businesses, schools, hospi-
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TABLE 1.2

Basic

1. Research is intrinsically satisfying and
judgments are by other sociologists.

2. Research problems and subjects are selected
with a great deal of freedom.

3. Research is judged by absolute norms of
scientific rigor, and the highest standards of
scholarship are sought.

4. The primary concern is with the internal logic
and rigor of research design.

5. The driving goal is to contribute to basic,
theoretical knowledge.

6. Success comes when results appear in a
scholarly journal and have an impact on others
in the scientific community.

—

Basic and Applied Social Research Compared

Applied

1. Research is part of a job and is judged by
sponsors who are outside the discipline of
sociology.

2. Research problems are “narrowly constrained”
to the demands of employers or sponsors.

3. The rigor and standards of scholarship depend
on the uses of results. Research can be “quick
and dirty” or may match high scientific
standards.

4. The primary concern is with the ability to
generalize findings to areas of interest to
$ponsors.

%2

. The driving goal is to have practical payoffs or
uses for results.

6. Success comes when results are used by
sponsors in decision making.

Source: Adapted from Freeman and Rossi (1984:572-573).

tals, government, large nonprofit agencies) to
demonstrate the effectiveness of what they are
doing. An evaluation researcher does not use
techniques different from those of other social
researchers. The difference lies in the fact that
decision makers, who may not be researchers

~ themselves, define the scope and purpose of the
research. Also, their objective is to use results in
a practical situation.?

Evaluation research questions might in-
clude: Does a Socratic teaching technique
improve learning over lecturing? Does a law-en-
forcement program of mandatory arrest reduce
spouse abuse? Does a flextime program increase
employee productivity? Evaluation researchers
measure the effectiveness of a program, policy,
or way of doing something and often use several
research techniques (e.g., survey and field). If it
can be used, the experimental technique is usu-
ally preferred. Practitioners involved with a pol-

icy or program may conduct evaluation research
for their own information or at the request of
outside decision makers. The decision makers
may place limits on the research by fixing
boundaries on what can be studied and by de-
termining the outcome of interest. This often
creates ethical dilemmas for a researcher.
Ethical and political conflicts often arise in
evaluation research because people can have op-
posing interests in the findings. The findings of
research can affect who gets or keeps a job, it can
build political popularity, or it may help pro-
mote an alternative program. People who are
personally displeased with the findings may at-
tack the researcher or his or her methods.
Evaluation research has several limitations:
The reports of research rarely go through a peer
review process, raw data are rarely publicly avail-
able, and the focus is narrowed to select inputs
and outputs more than the full process by which
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a program affects people’s lives. In addition, de-
cision makers may selectively use or ignore eval-
uation findings.

Action Research Study. Action research is ap-
plied research that treats knowledge as a form of
power and abolishes the division between creat-
ing knowledge and using knowledge to engage in
political action. There are several types of action
research, but most share five characteristics: (1)
the people being studied actively participate in
the research process; (2) the research incorpo-
rates ordinary or popular knowledge; (3) the re-
search focuses on issues of power; (4) the
research seeks to raise consciousness or increase
awareness of issues; and (5) the research is tied
directly to a plan or program of political action.
Action research tends to be associated with a so-
cial movement, political cause, or advocacy for
an issue. It can be conducted to advance a range
of political positions. Some action research has
an insurgent orientation with goals of empower-
ing the powerless, fighting oppression and injus-
tice, and reducing inequality. Wealthy and
powerful groups or organizations also sponsor
and conduct action research to defend their sta-
tus, position, and privileges in society.

Most action researchers are explicitly politi-
cal, not value neutral. Because the primary goal
is to affect sociopolitical conditions, publishing
results in formal reports, articles, or books is sec-
ondary. Most action researchers also believe that
knowledge develops from direct experience, par-
ticularly the experience of engaging in sociopo-
litical action.

For example, most feminist research is ac-
tion research. It has a dual mission: to create so-
cial change by transforming gender relations and
to contribute to the advancement of knowledge.
A feminist researcher who studies sexual harass-
ment might recommend policy changes to re-
duce it as well as to inform potential victims so
they can protect themselves and defend their
rights. At times, researchers will explain study
results in a public hearing to try to modify new
policies or laws. The authors of a study on do-

mestic violence that will be discussed shortly as
an explanatory study example (Cherlin et al.,
2004) testified in the United States Senate. The
study findings and the testimony helped to alter
marriage promotion provisions in a 2005 wel-
fare reform law.’

Social Impact Assessment Research Study. A re-
searcher who conducts social impact assessment
(SIA) estimates the likely consequences of a
planned intervention or intentional change to
occur in the future. It may be part of a larger en-
vironmental impact statement required by gov--
ernment agencies and used for planning and
making choices among alternative policies. He
or she forecasts how aspects of the social envi-
ronment may change and suggests ways to miti-
gate changes likely to be adverse from the point
of view of an affected population. Impacts are the
difference between a forecast of the future with
the project or policy and without the project or
policy. For example, the SIA might estimate the
ability of a local hospital to respond to an earth-
quake, determine how housing availability for
the elderly will change if a major new highway is
built, or assess the impact on college admissions
if students receive interest-free loans. Re-
searchers who conduct SIAs often examine a
range of social outcomes and work in an inter-
disciplinary research team to estimate the social
outcomes. The outcomes include measuring
“quality of life” issues, such as access to health
care, illegal drug and alcohol use, employment
opportunities, schooling quality, teen pregnancy
rates, commuting time and traffic congestion,
availability of parks and recreation facilities,
shopping choices, viable cultural institutions,
crime rates, interracial tensions, or social isola-
tion. There is an international professional asso-
ciation for SIA research that advances SIA
techniques and promotes SIA by governments,
corporations, and other organizations.

Social impact assessments are rarely re-
quired, but a few governments mandate them.
For example, in New South Wales, Australia, a
registered club or hotel cannot increase the



number of poker machines unless the Liquor
Administration Board in the Department Gam-
ing and Racing approves an SIA for the club or
hotel. The SIA enables the board to assess the
likely local community impact from increasing
the number of poker machines. The format in-
cludes a matrix that allows the board to identify
the social and economic impacts, positive and
negative, financial or nonfinancial, quantified or
qualitative. In New Zealand, the Gambling Act
of 2003 requires an SIA before expanding gam-
bling. In one 2004 study in New Zealand for the
Auckland City Council, it noted that 90 percent
of New Zealand’s adults gamble, 10 percent gam-
ble regularly (once a week or more often), and
about 1 percent are problem gamblers, although
this varies by age, income, and ethnicity. The
SIA recommended limiting the locations of new
gambling venues, monitoring their usage, and
tracing the amount of gambling revenues that
are returned to the community in various ways
(e.g., clubs, trusts, etc.). It contained a matrix
with social (e.g, arrests, divorce, domestic vio-
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lence), economic (e.g., unemployment, bank-
ruptcy, tourism expansion), and cultural im-
pacts (e.g., time away from other leisure activity)
listed by their effect on all gamblers, problem
gamblers, the local community, and the
region.!0

Purpose of a Study

If you ask someone why he or she is conducting
a study, you might get a range of responses: “My
boss told me to”; “It was a class assignment”; “I
was curious”; “My roommate thought it would
be a good idea.” There are almost as many rea-
sons to do research as there are researchers. Yet,
the purposes of social research may be organized
into three groups based on what the researcher is
trying to accomplish—explore a new topic, de-
scribe a social phenomenon, or explain why
something occurs. Studies may have multiple
purposes (e.g., both to explore and to describe),
but one of three major purposes is usually dom-

inant (see Box 1.2).

-F oé Purpose of Research

Exploratory Descriptive Explanatory

B Become familiar with the m Provide a detailed, highly B Test a theory's predictions or
basic facts, setting, and accurate picture. principle.
concerns. B Locate new data that m Elaborate and enrich a

m Create a general mental contradict past data. theory’s explanation.

picture of conditions.

Create a set of categories or
Clarify a sequence of steps or
Document a causal process

Report on the background or

B Formulate and focus classify types.
questions for future research. -

m GCenerate new ideas, stages.
conjectures, or hypotheses. n

B Determine the feasibility of or mechanism.
conducting research. -

m Develop techniques for context of a situation.

measuring and locating future
data.

Extend a theory to new issues
or topics.

Support or refute an
explanation or prediction.
Link issues or topics with a
general principle.

Determine which of several
explanations is best.
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Exploration. Perhaps you have explored a new
topic or issue in order to learn about it. If the is-
sue was new or no researchers had written about
it, you began at the beginning. In exploratory re-
search, a researcher examines a new area to for-
mulate precise questions that he or she can
address in future research. Exploratory research
may be the first stage in a sequence of studies. A
researcher may need to conduct an exploratory
study in order to know enough to design and ex-
ecute a second, more systematic and extensive
study. It addresses the “what?” question: “What
is this social activity really about?”

Many higher-education officials are con-
cerned about college students’ low retention
rates, especially students from minority-disad-
vantaged social backgrounds. For example, of
Latinos who enroll in college, 80 percent leave
without receiving a degree. Officials seek ways to
reduce dropouts and increase the chances that
students who begin college will stay until they
earn a degree. Garza and Landeck (2004) con-
ducted an exploratory study of over 500 Latino
students at a college along the Texas—Mexico
border who had dropped out. They wanted to
learn the influencing factors and rationales in
student decision making. The authors discovered
that the primary factors and rationales were un-
related to teaching quality or university services.
Instead, the students who dropped out had been
overwhelmed by personal problems or had seri-
ous difficulties with family or job responsibilities.
Such factors were a major reason given by over
80 percent of the students who dropped out.

Exploratory researchers tend to use qualita-
tive data and not be wedded to a specific theory
or research question. Exploratory research rarely
yields definitive answers. If you conduct an ex-
ploratory study, you may get frustrated and feel
it is difficult because there are few guidelines to
follow. Evervthing is potentially important, the
teps are not well defined, and the direction of
mgury changes freguently. You need to be cre-
pen-mmnced. and fexible: adopt an in-
sestystwe REnce aad exploee 2ll sources of

i
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Description. Perhaps you have a more highly
developed idea about a social phenomenon and
want to describe it. Descriptive research presents
a picture of the specific details of a situation, so-
cial setting, or relationship; it focuses on “how?”
and “who?” questions: “How did it happen?”
“Who is involved?” A great deal of social re-
search is descriptive. Descriptive researchers use
most data-gathering techniques—surveys, field
research, content analysis, and historical-com-
parative research. Only experimental research is
less often used. Much of the social research
found in scholarly journals or used for making
policy decisions is descriptive.

Descriptive and exploratory research often
blur together in practice. In descriptive research,
a researcher begins with a well-defined subject
and conducts a study to describe it accurately
and the outcome is a detailed picture of the sub-
ject. The results may indicate the percentage of
people who hold a particular view or engage in
specific behaviors—for example, that 8 percent
of parents physically or sexually abuse their chil-
dren. A descriptive study presents a picture of
types of people or of social activities.

Stack, Wasserman, and Kern (2004) con-
ducted a descriptive study on pornography use
on the Internet by people in the United States.
They found that the greatest users were those
with weak social bonds. More specifically, the
types of people who were adult users of pornog-
raphy tended to be males with unhappy mar-
riages and weak ties to organized religion.
Pornography users were also more likely to have
engaged in nonconventional sexual behavior
(i.e., had an extramarital affair or engaged in
paid sex) but not other forms of deviance, such
as illegal drug use.

Explanation. When you encounter an issue
that is well recognized and have a description of
it, you might begin to wonder why things are the
way they are. Explanatory research identifies the
sources of social behaviors, beliefs, conditions,
and events; it documents causes, tests theories,
and provides reasons. It builds on exploratory



and descriptive research. For example, an ex-
ploratory study discovers a new type of abuse by
parents; a descriptive researcher documents that
10 percent of parents abuse their children in this
new way and describes the kinds of parents and
conditions for which it is most frequent; the ex-
planatory researcher focuses on why certain par-
ents are abusing their children in this manner.
Cherlin, Burton, Hurt, and Purvin (2004) ex-
plained instability in marriage or cohabitation
using a woman’s past experience with sexual or
physical abuse. They tested the hypothesis that
women with a history of abuse would be less
likely marry than those without such histories.
The authors reasoned that those who were
abused have fewer social supports and resources
to resist or avoid abusive partners, and they are
more likely to harbor feelings of self-blame,
guilt, and low self-esteem that inhibit the forma-
tion of healthy romantic relationships. An abu-
sive experience also creates greater emotional
distance and a hesitancy to make long-term
commitments. Using quantitative and qualita-
tive data gathered in low-income neighborhoods
in three cities—Boston, Chicago, and San Anto-
nio—they found that adult women who had ex-
perienced past abuse were less likely to be
married, and those with multiple forms of abuse
were most likely to remain single. It appears that
women without a past history of abuse who
found themselves in an abusive relationship as
an adult were likely to withdraw from it, but
women who had been abused as children were
less likely to leave and tended to enter into a se-
ries of unstable, transitory relations.

Time Dimension in Research

An awareness of how a study uses the time di-
mension will help you read or conduct research.
This is because different research questions or is-
sues incorporate time differently. Some studies
give a snapshot of a single, fixed time point and
allow you to analyze it in detail (cross-sectional).
Other studies provide a moving picture that lets
you follow events, people, or social relations
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over several time points (longitudinal). Quanti-
tative studies generally look at many cases, peo-
ple, or units, and measure limited features about
them in the form of numbers. By contrast, a
qualitative study usually involves qualitative
data and examines many diverse features of a
small number of cases across either a short or
long time period (see Figure 1.2).

Cross-Sectional Research. Most social re-
search studies are cross-sectional; they examine a
single point in time or take a one-time snapshot
approach. Cross-sectional research is usually the
simplest and least costly alternative. Its disad-
vantage is that it cannot capture social processes
or change. Cross-sectional research can be ex-
ploratory, descriptive, or explanatory, but it is
most consistent with a descriptive approach to
research. The descriptive study by Stack,
Wasserman, and Kern (2004) on pornography
use was cross-sectional, based on a national U.S.
survey conducted in 2000.

Longitudinal Research. Researchers using
longitudinal research examine features of people
or other units at more than one time. It is usually
more complex and costly than cross-sectional
research, but it is also more powerful and infor-
mative. Descriptive and explanatory researchers
use longitudinal approaches. Let us now look at
the three main types of longitudinal research:
time series, panel, and cohort.

Time-Series Study. A time-series study is longi-
tudinal research in which a researcher gathers
the same type of information across two or more
time periods. Researchers can observe stability
or change in the features of the units or can track
conditions over time. The specific individuals
may change but the overall pattern is clear. For
example, there has been a nationwide survey of a
large sample of incoming freshman students
since 1966. Since it began, over 11 million stu-
dents at more than 1,800 colleges participated.
The fall 2003 survey of 276,449 students found
many facts and trends, such as only 34 percent of
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FIGURE 1.2 The Time Dimension in Social Research
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entering freshmen studied six or more hours per
week. This was the lowest level since the ques-
tion was asked in 1987 (when it was 47 percent).
Yet, alcohol consumption was down. In 2003,
44.8 percent reported drinking beer, which rep-
resented a steady decline from 73.7 percent in
1982. In 2003, freshmen were more interested in
keeping up with politics. The 33.9 percent who
said it was very important to stay politically in-
formed was up from a low of 28.1 percent in
2000, and 22.5 percent said they discussed poli-
tics regularly, up from 19.4 percent in 2002
(which had been the highest since a low point in
1993). These figures are still far lower than the
60.3 percent who expressed an interest in politics
in 1966, or the one-third who discussed politics
regularly in 1968. The importance of family has
steadily increased over the years, with 74.8 per-
cent of students calling it essential or very im-
portant. This is up from the low point of 58.8
percent in 1977 when the question was first
asked. However, religious involvement declined.
The percentage of students who attended reli-
gious services regularly was at its lowest level in
35 years. In addition, the percent claiming
“none” as a religious preference reached a record
thigh of 17.6 percent, compared to a record low of
6.6 percent in 1966. Another trend over the past
two decades has been a steady growth in opposi-
tion to the death penalty. Nearly one in three in-
coming students advocated ending capital
punishment. This is the highest score since 1980
(when it was 33.2 percent), although the percent
withholding an opinion was far higher earlier in
time; it exceeded 60 percent in the 1970.11

Panel Study.  The panel study is a powerful type
of longitudinal research in which the researcher
observes exactly the same people, group, or or-
ganization across multiple time points. It is
more difficult to conduct than time-series re-
search. Panel research is formidable to conduct
and very costly. Tracking people over time is of-
ten difficult because some people die or cannot
be located. Nevertheless, the results of a well-de-
signed panel study are very valuable. Even short-
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term panel studies can clearly show the impact
of a particular life event. For example, Oesterle,
Johnson, and Mortimer (2004) examined panel
data from a longitudinal study that began in
1988 with 1,000 ninth-grade students enrolled
in the St. Paul, Minnesota, public school district
and looked at volunteering activities during late
adolescence and young adulthood, covering
nine years from age 18-19 (1992) to age 26-27
(2000). They found that volunteering at an ear-
lier stage strongly affected whether one volun-
teered at a later stage. Also, people who devoted
full time to working or parenting at an earlier
stage (18—19 years old) were less likely to volun-
teer at a later stage (26-27 years old) than those
whose major activity was attending school.

Cohort Study. A cohort study is similar to a
panel study, but rather than observing the exact
same people, the study focuses on a category of
people who share a similar life experience in a
specified time period. Researchers examine the
category as a whole for important features and
focus on the cohort, or category, not on specific
individuals. Commonly used cohorts include all
people born in the same year (called birth co-
horts), all people hired at the same time, and all
people who graduate in a given year. Unlike
panel studies, researchers do not have to find the
exact same people for cohort studies; rather,
they need only to identify those who experienced
a common life event. In a study of Generation X
in the United States, Andolina and Mayer (2003)
focused on the cohort of people born between
1967 and 1974. They compared 10 birth cohorts
at different time periods over several decades,
tracing questions across 24 years. The authors
found that White Xers are distinct in their
support for school racial integration and for
government action to enforce such efforts, com-
pared to other birth cohorts, but not in their at-
titudes toward employment opportunities or
affirmative action. Despite greater general sup-
port than other cohorts for equality through in-
tegration, it does not extend to issues beyond the
schoolyard.
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Case Studies. In cross-sectional and longitudi-
nal research, a researcher examines features on
many people or units, either at one time period
or across time periods, and measures several
common features on them, often using num-
bers. In case-study research, a researcher exam-
ines, in depth, many features of a few cases over
a duration of time with very detailed, varied, and
extensive data, often in a qualitative form. The
researcher carefully selects a few key cases to il-
lustrate an issue and study it (or them) in detail
and considers the specific context of each case.
This contrasts with other longitudinal studies in
which the researcher gathers data on many units
or cases, then looks for general patterns in the
mass of numbers.

For example, Snow and Anderson (1992)
conducted a case study on homeless people in
Austin, Texas. It provided a wealth of details
about the lives and conditions of homeless peo-
ple, identified several types of homeless people,
outlined the paths by which they became home-
less, and discussed several processes that kept
them homeless. This case study used many types
of detailed qualitative and quantitative data,
with exploratory, descriptive, and explanatory
phases to reveal a great amount of unexpected
and new information.!?

Data Collection Techniques

Social researchers collect data using one or more
specific techniques. This section gives you a brief
overview of the major techniques. In later chap-
ters, you will read about these techniques in de-
tail and learn how to use them. Some techniques
are more effective when addressing specific
kinds of questions or topics. It takes skill, prac-
tice, and creativity to match a research question
to an appropriate data collection technique. The
techniques fall into two categories based on
whether the data being gathered are quantitative
or qualitative.

Quantitative Data Collection Techniques.
Techniques for quantitative data collection in-

clude experiments, surveys, content analyses,
and existing statistics.

Experiments. Experimental research closely fol-
lows the logic and principles found in natural
science research; researchers create situations
and examine their effects on participants. A re-
searcher conducts experiments in laboratories or
in real life with a relatively small number of peo-
ple and a well-focused research question. Exper-
iments are most effective for explanatory
research. In the typical experiment, the re-
searcher divides the people being studied into’
two or more groups. He or she then treats both
groups identically, except that one group but not
the other is given a condition he or she is inter-
ested in: the “treatment.” The researcher mea-
sures the reactions of both groups precisely. By
controlling the setting for both groups and giv-
ing only one group the treatment, the researcher
can conclude that any differences in the reac-
tions of the groups are due to the treatment
alone.

Surveys. A survey researcher asks people ques-
tions in a written questionnaire (mailed or
handed to people) or during an interview and
then records answers. The researcher manipu-
lates no situation or condition; he or she simply
asks many people numerous questions in a short
time period. Typically, he or she then summa-
rizes answers to questions in percentages, tables,
or graphs. Researchers use survey techniques in
descriptive or explanatory research. Surveys give
the researcher a picture of what many people
think or report doing. Survey researchers often
use a sample or a smaller group of selected peo-
ple (e.g., 150 students), but generalize resuits to
a larger group (e.g., 5,000 students) from which
the smaller group was selected. Survey research
is very widely used in many fields.

Content Analyses. A content analysis is a tech-
nique for examining information, or content, in
written or symbolic material (e.g., pictures,
movies, song lyrics, etc.). In content analysis, a



researcher first identifies a body of material to
analyze (e.g., books, newspapers, films, etc.) and
then creates a system for recording specific as-
pects of it. The system might include counting
how often certain words or themes occur. Fi-
nally, the researcher records what was found in
the material. He or she often measures informa-
tion in the content as numbers and presents it as
tables or graphs. This technique lets a researcher
discover features in the content of large amounts
of material that might otherwise go unnoticed.
Researchers can use content analysis for ex-
ploratory and explanatory research, but primar-
ily it is used for descriptive research.

Existing Statistics. In existing statistics research,
a researcher locates previously collected infor-
mation, often in the form of government reports
or previously conducted surveys, then reorga-
nizes or combines the information in new ways
to address a research question. Locating sources
can be time consuming, so the researcher needs
to consider carefully the meaning of what he or
she finds. Frequently, a researcher does not
know whether the information of interest is
available when he or she begins a study. Some-
times, the existing quantitative information con-
sists of stored surveys or other data that a
researcher reexamines using various statistical
procedures. Existing statistics research can be
used for exploratory, descriptive, or explanatory
purposes, but it is most frequently used for de-
scriptive research.

Qualitative Data Collection Techniques.
Techniques for qualitative data collection in-
clude field research and historical-comparative
research.

Field Research. Most field researchers conduct
case studies Jooking at a small group of people
over a length of time (e.g., weeks, months,
years). A field researcher begins with a loosely
formulated idea or topic, selects a social group
or natural setting for study, gains access and
adopts a social role in the setting, and observes
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in detail. The researcher gets to know personally
the people being studied, may conduct open-
ended and informal interviews, and takes de-
tailed notes on a daily basis. After leaving the
field site, the researcher carefully rereads the
notes and prepares written reports. Field re-
search is used most often for exploratory and de-
scriptive studies; it is rarely used for explanatory
research.

Historical-Comparative Research. Historical-
comparative researchers examine aspects of social
life in a past historical era or across different cul-
tures. Researchers who use this technique may
focus on one historical period or several, com-
pare one or more cultures, or mix historical pe-
riods and cultures. Like field research, a
researcher combines theory building/testing
with data collection and begins with a loosely
formulated question that is refined during the
research process. Researchers often gather a
wide array of evidence, including existing statis-
tics and documents (e.g., novels, official reports,
books, newspapers, diaries, photographs, and
maps) for study. In addition, they may make di-
rect observations and conduct interviews. His-
torical-comparative research can be exploratory,
descriptive, or explanatory and can blend types.

CONCLUSION

This chapter gave you an overview of social re-
search. You saw how social research differs from
the ordinary ways of learning-knowing about
the social world, how doing research is based on
science and the scientific community, and about
several types of social research based on its di-
mensions (e.g., its purpose, the technique used
to gather data, etc.). The dimensions of research
loosely overlap with each other. The dimensions
of social research are a kind of “road map” to
help you make your way through the terrain of
social research. In the next chapter, we turn to
social theory. You read about it a little in this
chapter. In the next chapter, you will learn how
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theory and research methods work together and

about several types of theory.
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INTRODUCTION

Suppose you want to make sense of the hostility
between people of different races. Trying to un-
derstand it, you ask a teacher, who responds:

Most racially prejudiced people learn nega-
tive stereotypes about another racial group
from their families, friends, and others in
their immediate surroundings. If they lack
sufficient intimate social contact with mem-
bers of the group or intense information that
contradicts those stereotypes, they remain
prejudiced.

This makes sense to you because it is consis-
tent with what you know about how the social
world works. This is an example of a small-scale
social theory, a type that researchers use when
conducting a study.

What do you think of when you hear the
word theory? Theory is one of the least well un-
derstood terms for students learning social sci-
ence. My students’ eyelids droop if I begin a class
by saying, “Today we are going to examine the
theory of . ..” The mental picture many students
have of theory is something that floats high
among the clouds. My students have called it “a
tangled maze of jargon” and “abstractions that
are irrelevant to the real world.”

Contrary to these views, theory has an im-
portant role in research and is an essential ally
for the researcher. Researchers use theory differ-
ently in various types of research, but some type
of theory is present in most social research. It is
less evident in applied or descriptive than in ba-
sic or explanatory research. In simple terms, re-
searchers interweave a story about the operation
of the social world (the theory) with what they
observe when they examine it systematically (the
data).

People who seek absolute, fixed answers for
a specific individual or a particular one-time
event may be frustrated with science and social
theories. To avoid frustration, it is wise to keep

in mind three things about how social scientific
theories work. First, social theories explain re-
curring patterns, not unique or one-time events.
For example, they are not good for explaining
why terrorists decided to attack New York’s
World Trade Center on September 11, 2001, but
they can explain patterns, such as the conditions
that generally lead to increased levels of fear and
feelings of patriotism in a people. Second, social
theories are explanations for aggregates, not par-
ticular individuals. Aggregates are collections of
many individuals, cases, or other units (e.g.,
businesses, schools, families, clubs, cities, nat
tions, etc.). A social theory rarely can explain
why Josephine decided to major in nursing
rather than engineering, but it can explain why
females more than males in general choose nurs-
ing over engineering as a major. Third, social
theories state a probability, chance, or tendency
for events to occur, rather than state that one
event must absolutely follow another. For exam-
ple, instead of stating that when someone is
abused as a child, that person will always later
abuse his or her own children, a theory might
state that when someone experiences abuse dur-
ing his or her childhood, that person will tend to
or is more likely to become an abusive parent
when an adult. Likewise, it might state that peo-
ple who did not experience childhood abuse
might become abusive parents, but they are Jess
likely to than someone who has experienced
abuse as a child.

WHAT IS THEORY?

In Chapter 1, social theory was defined as a sys-
tem of interconnected abstractions or ideas that
condenses and organizes knowledge about the
social world. It is a compact way to think of the
social world. People are constantly developing
new theories about how the world works.

Some people confuse the history of social
thought, or what great thinkers said, with social
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theory. The classical social theorists (e.g.,
Durkheim, Weber, Marx, and Tonnies) played
an important role in generating innovative ideas.
They developed original theories that laid the
foundation for subsequent generations of social
thinkers. People study the classical theorists be-
cause they provided many creative and interre-
lated ideas at once. They radically changed the
way people understood and saw the social world.
We study them because geniuses who generate
many original, insightful ideas and fundamen-
tally shift how people saw the social world are
rare.

At times people confuse theory with a hunch
or speculative guessing. They may say, “It’s only
a theory” or ask, “What’s your theory about it?”
This lax use of the term theory causes confusion.
Such guessing differs from a serious social the-
ory that has been carefully built and debated
over many years by dozens of researchers who
found support for the theory’s key parts in re-
peated empirical tests. A related confusion is
when what people consider to be a “fact” (i.e.,
light a match in a gasoline-filled room and it will
explode) is what scientists call a theory (i.e., a
theory of how combining certain quantities of
particular chemicals with oxygen and a level of
heat is likely to produce the outcome of explo-
sive force). People use simple theories without
making them explicit or labeling them as such.
For example, newspaper articles or television re-
ports on social issues usually have unstated so-
cial theories embedded within them. A news
report on the difficulty of implementing a school
desegregation plan will contain an implicit the-
ory about race relations. Likewise, political lead-
ers frequently express social theories when they
discuss public issues. Politicians who claim that
inadequate education causes poverty or that a
decline in traditional moral values causes higher
crime rates are expressing theories. Compared
to the theories of social scientists, such layper-
sons’ theories are less systematic, less well for-
mulated, and harder to test with empirical
evidence.

Almost all research involves some theory, so
the question is less whether you should use the-
ory than how you should use it. Being explicit
about the theory makes it easier to read someone
else’s research or to conduct your own. An
awareness of how theory fits into the research
process produces better designed, easier to un-
derstand, and better conducted studies. Most re-
searchers disparage atheoretical or “crude
empiricist” research.

Blame Analysis

Blame analysis is a type of counterfeit argument
presented as if it were a theoretical explanation.
It substitutes attributing blame for a causal ex-
planation that is backed by supporting empirical
evidence. Blame belongs to the realm of making
moral, legal, or ideological claims. It implies an
intention, negligence, or responsibility for an
event or situation (usually an unfavorable one).
It shifts the focus from Why did it occur? to
Who is responsible? Blame analysis assumes
there is a party or source to which a fixed
amount of responsibility can be attached. The
goal of inquiry is to identify a responsible party.
Often, some sources are exempted or shielded.
This may be the injured party, members of a
sympathetic audience, or a sacred value or
principle.

Blame analysis clouds discussion because it
confuses blame with cause; it gives an account
(or story) instead of a logical explanation with
intervening causal mechanisms; and it fails to
explore empirical evidence for and against sev-
eral alternative causes. Blame analysis first pre-
sents an unfavorable event or situation. It could
be a bank is robbed, a group is systematically
paid less in the labor force, or traffic congestion
is terrible in an urban area. It next identifies one
or more responsible parties, then it provides se-
lective evidence that shields certain parties or
sources (e.g., employment conditions, the
choices available to the underpaid group, trans-
portation policy, and land cost).!
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THE PARTS OF THEORY

Concepts

All theories contain concepts, and concepts are
the building blocks of theory.? A concept is an
idea expressed as a symbol or in words. Natural
science concepts are often expressed in symbolic
forms, such as Greek letters (e.g., 8) or formulas
(e.g., s = d/t; s = speed, d = distance, ¢ = time).
Most social science concepts are expressed as
words. The exotic symbols of natural science
concepts make many people nervous, as the use
of everyday words in specialized social science
concepts can create confusion.

I do not want to exaggerate the distinction
between concepts expressed as words and con-
cepts expressed as symbols. Words, after all, are
symbols, too; they are symbols we learn with
language. Height is a concept with which you are
already familiar. For example, I can say the word
height or write it down; the spoken sounds and
written words are part of the English language.
The combination of letters in the sound symbol-
izes, or stands for, the idea of a height. Chinese or
Arabic characters, the French word hauteur, the
German word hihe, the Spanish word altura—
all symbolize the same idea. In a sense, a lan-
guage is merely an agreement to represent ideas
by sounds or written characters that people
learned at some point in their lives. Learning
concepts and theory is like learning a language.’

Concepts are everywhere, and you use them
all the time. Height is a simple concept from
everyday experience. What does it mean? It is
easy to use the concept of height, but describing
the concept itself is difficult. It represents an ab-
stract idea about physical relations. How would
you describe it to a very young child or a crea-
ture from a distant planet who was totally unfa-
miliar with it? A new concept from a social
theory may seem just as alien when you en-
counter it for the first time. Height is a charac-
teristic of a physical object, the distance from top
to bottom. All people, buildings, trees, moun-
tains, books, and so forth have a height. We can

measure height or compare it. A height of zero is
possible, and height can increase or decrease
over time. As with many words, we use the word
in several ways. Height is used in the expressions
the height of the battle, the height of the summer,
and the height of fashion.

The word height refers to an abstract idea.
We associate its sound and its written form with
that idea. There is nothing inherent in the
sounds that make up the word and the idea it
represents. The connection is arbitrary, but it is
still useful. People can express the abstract idea
to one another using the symbol alone.

Concepts have two parts: a symbol (word or
term) and a definition. We learn definitions in
many ways, I learned the word height and its de-
finition from my parents. I learned it as I learned
to speak and was socialized to the culture. My
parents never gave me a dictionary definition. I
learned it through a diffuse, nonverbal, informal
process. My parents showed me many examples;
I observed and listened to others use the word;
used the word incorrectly and was corrected;
and I used it correctly and was understood.
Eventually, I mastered the concept.

This example shows how people learn con-
cepts in everyday language and how we share
concepts. Suppose my parents had isolated me
from television and other people, then taught
me that the word for the idea height was zdged. |
would have had difficulty communicating with
others. People must share the terms for concepts
and their definitions if they are to be of value.

Everyday life is filled with concepts, but
many have vague and unclear definitions. Like-
wise, the values, misconceptions, and experi-
ences of people in a culture may limit everyday
concepts. Social scientists borrow concepts from
everyday culture, but they refine these concepts
and add new ones. Many concepts such as
sexism, life-style, peer group, urban sprawl, and
social class began as precise, technical concepts
in social theory but have diffused into the larger
culture and become less precise.

We create concepts from personal experi-
ence, creative thought, or observation. The clas-
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sical theorists originated many concepts. Exam-
ple concepts include family system, gender role,
socialization, self-worth, frustration, and displaced
aggression.

Some concepts, especially simple, concrete
concepts such as book or height, can be defined
through a simple nonverbal process. Most social
science concepts are more complex and abstract.
They are defined by formal, dictionary-type de-
finitions that build on other concepts. It may
seem odd to use concepts to define other con-
cepts, but we do this all the time. For example, 1
defined height as a distance between top and bot-
tom. Top, bottom, and distance are all concepts.
We often combine simple, concrete concepts
from ordinary experience to create more ab-
stract concepts. Height is more abstract than top
or bottom. Abstract concepts refer to aspects of
the world we do not directly experience. They
organize thinking and extend understanding of
reality.

Researchers define scientific concepts more
precisely than those we use in daily discourse.
Social theory requires well-defined concepts.
The definition helps to link theory with research.
A valuable goal of exploratory research, and of
most good research, is to clarify and refine con-
cepts. Weak, contradictory, or unclear defini-
tions of concepts restrict the advance of
knowledge.

Concept Clusters. Concepts are rarely used in
isolation. Rather, they form interconnected
groups, or concept clusters. This is true for con-
cepts in everyday language as well as for those in
social theory. Theories contain collections of as-
sociated concepts that are consistent and mutu-
ally reinforcing. Together, they form a web of
meaning. For example, if I want to discuss a con-
cept such as urban decay, 1 will need a set of as-
sociated concepts (e.g., urban expansion,
economic growth, urbanization, suburbs, center
city, revitalization, mass transit, and racial mi-
norities).

Some concepts take on a range of values,
quantities, or amounts. Examples of this kind of
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concept are amount of income, temperature, den-
sity of population, years of schooling, and degree of
violence. These are called variables, and you will
read about them in a later chapter. Other con-
cepts express types of nonvariable phenomena
(e.g., bureaucracy, family, revolution, homeless,
and cold). Theories use both kinds of concepts.

Classification Concepts. Some concepts are
simple; they have one dimension and vary along
a single continuum. Others are complex; they
have multiple dimensions or many subparts.
You can break complex concepts into a set of
simple, or single-dimension, concepts. For ex-
ample, Rueschemeyer and associates (1992:43—
44) stated that democracy has three dimensions:
(1) regular, free elections with universal suffrage;
(2) an elected legislative body that controls gov-
ernment; and (3) freedom of expression and as-
sociation. The authors recognized that each
dimension varies by degree. They combined the
dimensions to create a set of types of regimes.
Regimes very low on all three dimensions are to-
talitarian, those high on all three are democra-
cies, and ones with other mixes are either
authoritarian or liberal oligarchies.

Classifications are partway between a single,
simple concept and a theory.* They help to orga-
nize abstract, complex concepts. To create a new
classification, a researcher logically specifies and
combines the characteristics of simpler con-
cepts. You can best grasp this idea by looking at
some examples.

The ideal type is a well-known classification.
Ideal types are pure, abstract models that define
the essence of the phenomenon in question.
They are mental pictures that define the central
aspects of a concept. Ideal types are not explana-
tions because they do not tell why or how some-
thing occurs. They are smaller than theories, and
researchers use them to build a theory. They are
broader, more abstract concepts that bring to-
gether several narrower, more concrete con-
cepts. Qualitative researchers often use ideal
types to see how well observable phenomena
match up to the ideal model. For example, Max
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Weber developed an ideal type of the concept
bureaucracy. Many people use Weber’s ideal type
(see Box 2.1). It distinguishes a bureaucracy
from other organizational forms (e.g., social
movements, kingdoms, etc.). It also clarifies crit-
ical features of a kind of organization that people
once found nebulous and hard to think about.
No real-life organization perfectly matches the
ideal type, but the model helps us think about
and study bureaucracy.

Scope. Concepts vary by scope. Some are
highly abstract, some are at a middle level of ab-
straction, and some are at a concrete level (i.e.,
they are easy to directly experience with the
senses such as sight or touch). More abstract
concepts have wider scope; that is, they can be

Box

2.1

B |tisacontinuous organization governed by a sys-
tem of rules.

Max Weber’s Ideal Type of
- Bureaucracy A

® Conduct is governed by detached, impersonal
rules.

B There is division of labor, in which different of-
fices are assigned different spheres of compe-
tence.

m Hierarchical authority relations prevail; that is,
lower offices are under control of higher ones.

m Administrative actions, rules, and so on are in
writing and maintained in files.

m Individuals do not own and cannot buy or sell
their offices.

m Officials receive salaries rather than receiving di-
rect payment from clients in order to ensure loy-
alty to the organization.

B Property of the organization is separate from per-
sonal property of officeholders.

Source: Adapted from Chafetz (1978:72).

used for a much broader range of specific time
points and situations. More concrete concepts
are easy to recognize but apply to fewer situa-
tions. The concepts skin pigmentation, casting a
ballot in an election, and age based on the date on
a birth certificate are less abstract and more con-
crete than the concepts racial group, democracy,
and maturity. Theories that use many abstract
concepts can apply to a wider range of social
phenomena than those with concrete concepts.
An example of a theoretical relationship is: In-
creased size creates centralization, which in turn
creates greater formalization. Size, centralization,
and formalization are very abstract concepts.
They can refer to features of a group, organiza-
tion, or society. We can translate this to say that
as an organization or group gets bigger, author-
ity and power relations within it become cen-
tralized and concentrated in a small elite. The
elite will tend to rely more on written policies,
rules, or laws to control and organize others in
the group or organization. When you think ex-
plicitly about the scope of concepts, you make a
theory stronger and will be able to communicate
it more clearly to others.

Assumptions

Concepts contain built-in assumptions, state-
ments about the nature of things that are not ob-
servable or testable. We accept them as a
necessary starting point. Concepts and theories
build on assumptions about the nature of hu-
man beings, social reality, or a particular phe-
nomenon. Assumptions often remain hidden or
unstated. One way for a researcher to deepen his
or her understanding of a concept is to identify
the assumptions on which it is based.

For example, the concept book assumes a
system of writing, people who can read, and the
existence of paper. Without such assumptions,
the idea of a book makes little sense. A social sci-
ence concept, such as racial prejudice, rests on
several assumptions. These include people who
make distinctions among individuals based on
their racial heritage, attach specific motivations
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and characteristics to membership in a racial
group, and make judgments about the goodness
of specific motivations and characteristics. If
race became irrelevant, people would cease to
distinguish among individuals on the basis of
race, to attach specific characteristics to a racial
group, and to make judgments about character-
istics. If that occurred, the concept of racial prej-
udice would cease to be useful for research. All
concepts contain assumptions about social rela-
tions or how people behave.

Relationships

Theories contain concepts, their definitions, and
assumptions. More significantly, theories specify
how concepts relate to one another. Theories tell
us whether concepts are related or not. If they
are related, the theory states how they relate to
each other. In addition, theories give reasons for
why the relationship does or does not exist. It is
arelationship, such as: Economic distress among
the White population caused an increase in mob
violence against African Americans. When a re-
searcher empirically tests or evaluates such a
relationship, it is called a hypothesis. After many
careful tests of a hypothesis with data confirm
the hypothesis, it is treated as a proposition. A
proposition is a relationship in a theory in which
the scientific community starts to gain greater
confidence and feels it is likely to be truthful.

THE ASPECTS OF THEORY

Theory can be baffling because it comes in so
many forms. To simplify, we can categorize a
theory by (1) the direction of its reasoning, (2)
the level of social reality that it explains, (3) the
forms of explanation it employs, and {4) the
overall framework of assumptions and concepts
in which it is embedded. Fortunately, all logi-
cally possible combinations of direction, level,
explanation, and framework are not equally vi-
able. There are only about half a dozen serious
contenders.

Direction of Theorizing

Researchers approach the building and testing of
theory from two directions. Some begin with ab-
stract thinking. They logically connect the ideas
in theory to concrete evidence, then test the
ideas against the evidence. Others begin with
specific observations of empirical evidence. On
the basis of the evidence, they generalize and
build toward increasingly abstract ideas. In prac-
tice, most researchers are flexible and use both
approaches at various points in a study (see
Figure 2.1).

Deductive. In a deductive approach, you begin
with an abstract, logical relationship among
concepts, then move toward concrete empirical
evidence. You may have ideas about how the
world operates and want to test these ideas
against “hard data.”

Weitzer and Tuch (2004, 2005) used a de-
ductive approach in a study of perceptions of
police misconduct. They began with Group
Position theory (a middle-range theory dis-
cussed later) within the conflict theory frame-
work (see Range of Theory later in this chapter).
Group position theory states that dominant and
subordinate racial-ethnic groups are in compe-
tition for resources and status in a multiethnic
society that has a racial hierachy, and such com-
petition affects racial beliefs and attitudes. Dom-
inant groups believe they are entitled to
privileges and a position of superiority, and they
fear losing their privileges. Subordinate groups
believe their position can be enhanced if they
challenge the existing order. The authors de-
duced that group competition extends beyond
attitudes to perceptions of social institutions, es-
pecially institutions of social control such as
policing. They argued that subordinate group
members (i.e., Blacks and Latino/Hispanics)
would preceive police misconduct (measured as
unjustified stops of citizens, verbal abuse by
police, an excessive use of force, and police cor-
ruption) differently than members of the domi-
nant group (Whites). The authors thought that
perceptions operated via three mechanisms:
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FIGURE 2.1
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personal encounters with the police; reports of
police encounters by friends, family, or neigh-
bors; and noticing and interpreting news reports
about police activity. In these three areas, they
predicted that non-Whites would interpret neg-
ative events or reports as strong evidence of seri-
ous and systematic police misconduct. By
constrast, Whites would tend to ignore or dis-
miss such events or reports or see them as iso-
lated incidents. Data from a national survey of
U.S. metropolitan areas (over 100,000 popula-
tion) supported predictions of the theory.

Inductive. 1f you use an inductive approach,
you begin with detailed observations of the
world and move toward more abstract general-
izations and ideas. When you begin, you may
have only a topic and a few vague concepts. As
you observe, you refine the concepts, develop
empirical generalizations, and identify prelimi-
nary relationships. You build the theory from
the ground up.
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Duneier (1999) used an inductive approach
in his study oflife on the sidewalk. He noted that
in much of social science, both quantitative sec-
ondary analysis research and qualitative field re-
search, a researcher develops a theoretical
understanding only after data have been col-
lected. He stated, “I began to get ideas from the
things I was seeing and hearing on the street” (p.
341). Many researchers who adopt an inductive
approach use grounded theory. Grounded theory
is part of an inductive approach in which a re-
searcher builds ideas and theoretical generaliza-
tions based on closely examining and creatively
thinking about the data (see Box 2.2). A re-
searcher creates grounded theory out of a
process of trying to explain, interpret, and ren-
der meaning from data. It arises from trying to
account for, understand, or “make sense of” the
evidence. Duneier (1999:342) has suggested that
the process is similar to seeing many symptoms
and later arriving at a diagnosis (i.e., a story that
explains the source of the symptoms).
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Box

2.2

Grounded theory is a widely used approach in qual-
itative research. It is not the only approach and it is
not used by all qualitative researchers. Grounded the-
ory is “a qualitative research method that uses a sys-
tematic set of procedures to develop an inductively
derived theory about a phenomenon” (Strauss and
Corbin, 1990:24). The purpose of grounded the-
ory is to build a theory that is faithful to the evi-
dence. It is a method for discovering new theory. In
it, the researcher compares unlike phenomena with a
view toward learning similarities. He or she sees mi-
cro-level events as the foundation for a more macro-
level explanation. Grounded theory shares several
goals with more positivist-oriented theory. It seeks
theory that is comparable with the evidence that is
precise and rigorous, capable of replication, and
generalizable. A grounded theory approach pursues

What Is Grounded Theory?

generalizations by making comparisons across so-
cial situations.

Qualitative researchers use alternatives to
grounded theory. Some qualitative researchers offer
an in-depth depiction that is true to an informant's
worldview. They excavate a single social situation to
elucidate the micro processes that sustain stable social
interaction. The goal of other researchers is to provide
a very exacting depiction of events or a setting. They
analyze specific events or settings in order to gain in-
sight into the larger dynamics of a society. Still other
researchers apply an existing theory to analyze specific
settings that they have placed in a macro-level histor-
ical context. They show connections among micro-
level events and between micro-level situations and
larger social forces for the purpose of reconstructing
the theory and informing social action.

Range of Theory

Social theories operate with varying ranges. One
source of the confusion about theories involves
the range at which a theory operates. At one end
are highly specific theories with concrete con-
cepts of limited scope. At the opposite end are
whole systems with many theories that are ex-
tremely abstract. As part of the task of theory
building, verifying, and testing, a researcher
connects theoretical statements of different
ranges together, like a series of different-sized
boxes that fit into one another or a set of Russ-
ian dolls.

Empirical Generalization. An empirical gen-
eralization is the least abstract theoretical state-
ment and has a very narrow range. It is a simple
statement about a pattern or generalization
among two or more concrete concepts that are
very close to empirical reality. For example,
“More men than women choose engineering as
a college major.” This summarizes a pattern be-
tween gender and choice of college major. It is

easy to test or observe. It is called a generaliza-
tion because the pattern operates across many
time periods and social contexts. The finding in
the study on Internet pornography discussed in
Chapter 1 that unhappily married men are more
likely than happily married men to use Internet
porn is an empirical generalization.

Middle-Range Theory. Middle-range theories
are slightly more abstract than empirical gener-
alizations or a specific hypothesis. A middle-
range theory focuses on a specific substantive
topic area (e.g., domestic violence, military
coups, student volunteering), includes a multi-
ple empirical generalization, and builds a theo-
retical explanation (see Forms of Explanation
later in this chapter). As Merton (1967:39)
stated, “Middle-range theory is principally used
in sociology to guide empirical inquiry.” A mid-
dle-range theory used in a study discussed in
Chapter 1 said that girls who suffer physical or
sexual abuse experience self-blame and guilt
feelings that inhibits them from developing a
healthy social network or forming stable romantic
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relationships, and that these factors lead to them
staying single or experiencing greater marital in-
stability when they become adults.

Theoretical Frameworks, A theoretical frame-
work (also called a paradigm or theoretical sys-
tem) is more abstract than a middle-range
theory. Figure 2.1 shows the levels and how they

Box

2.3

Theoretical Framework

Kalmijn. ~ Structural functionalism holds that the
processes of industrialization and urbanization change
human society from a traditional to a modern form. In
this process of modernization, social institutions and
practices evolve. This evolution includes those that fill
the social system’s basic needs, socialize people to cul-
tural values, and regulate social behavior. Institutions
that filled needs and maintained the social systemin a
traditional society (such as religion) are superseded
by modern ones (such as formal schooling).

Weitzer and Tuch.  Conflict theory holds that estab-
lished social, political, and legal institutions protect
the dominant or privileged groups of a society. Ma-
jor institutions operate in ways that contain or sup-
press the activities of nondominant groups in
society, especially if they challenge or threaten the
established social-economic hierarchy. Thus, conflict
between the dominant and subordinate social groups
is reflected in how major institutions operate, espe-
cially institutions that are charged with maintaining
order and engaged in formal social control, such as
law enforcement.

Middle-Range Substantive Theory

Kalmijn. A theory of intermarriage patterns notes
that young adults in modern society spend less time
in small, local settings, where family, religion, and
community all have a strong influence. Instead,
young adults spend increasing amounts of time in
school settings. In these settings, especially in col-

are used in inductive and deductive approaches
to theorizing. Few researchers make precise dis-
tinctions among the ranges of theorizing. They
rarely use a theoretical framework directly in
empirical research. A researcher may test parts
of a theory on a topic and occasionally contrast
parts of the theories from different frameworks.
Box 2.3 illustrates the various degrees of abstrac-

Kalmijn’s Levels of Theory in “Shifting Boundaries” and Weitzer and Tuch’s
“Race and Perceptions of Police Misconduct”

lege, they have opportunities to meet other unmar-
ried people. In modern society, education has be-
come a major socialization agent. It affects future
earnings, moral beliefs and values, and leisure inter-
ests. Thus, young adults select marriage partners less
on the basis of shared religious or local ties and more
on the basis of common educational levels.

Weitzer and Tuch.  Group-position theory uses group
competition over material rewards, power, and status
to explain intergroup attitudes and behaviors. Each
group perceives and experiences real or imagined
threats to its social position differently. Members of a
dominant group tend to view police or government ac-
tions taken to defend its interests as being fair or fa-
vorable, whereas members of subodorinate groups
tend to see the same actions negatively.

Empirical Generalization

Kalmijn.  Americans once married others with simi-
lar religious beliefs and affiliation. This practice is be-
ing replaced by marriage to others with similar levels
of education.

Weitzer and Tuch. Non-Whites experience more
negative interpersonal encounters with police and
tend to interpret media reports about police mis-
conduct as evidence of serious and systematic prob-
lems with the police. By contrast, Whites have
different police encounters or interpret their en-
counters and media reports about police actions
more favorably.
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tion with Kalmijn’s study of changing marriage
partner selection (see also page 40).

Sociology and other social sciences have sev-
eral major theoretical frameworks.” The frame-
works are orientations or sweeping ways of
looking at the social world. They provide collec-
tions of assumptions, concepts, and forms of ex-
planation. Frameworks include theories for
many substantive areas (e.g., theories of crime,
theories of the family, etc.). Thus, there can be a
structural functional theory, an exchange the-
ory, and a conflict theory of the family. Theories
within the same framework share assumptions
and major concepts. Some frameworks are ori-
ented more to the micro level; others focus more
on macro-level phenomena (see Levels of The-
ory next). Box 2.4 shows four major frameworks

Box

2.4

Structural Functionalism
Major Concepts.  System, equilibrium, dysfunction,

division of labor

Key Assumptions. ~ Society is a system of interde-
pendent parts that is in equilibrium or balance. Over
time, society has evolved from a simple to a complex
type, which has highly specialized parts. The parts of
society fulfill different needs or functions of the social
system. A basic consensus on values or a value sys-
tem holds society together.

Exchange Theory (also Rational Choice)

Major Concepts.  Opportunities, rewards, approval,

balance, credit

Key Assumptions.  Human interactions are similar to
economic transactions. People give and receive re-
sources (symbolic, social approval, or material) and
try to maximize their rewards while avoiding pain, ex-
pense, and embarrassment. Exchange relations tend
to be balanced. If they are unbalanced, persons with
credit can dominate others.

in sociology and briefly describes the key con-
cepts and assumptions of each.

Levels of Theory

Social theories can be divided into three broad
groupings by the level of social reality with which
they deal. Most of us devote the majority of our
time to thinking about the micro level of reality,
the individuals we see and interact with on a day-
by-day basis. Micro-level theory deals with small
slices of time, space, or numbers of people. The
concepts are usually not very abstract.

Brase and Richmond {2004) used a micro-
level theory about doctor—patient interactions
and perceptions. The theory stated that physican
attire affects doctor—patient interactions. It sug-

Major Theoretical Frameworks in Sociology

Symbolic Interactionism

Major Concepts.  Self, reference group, role-playing,
perception
Key Assumptions.  People transmit and receive sym-

bolic communication when they socially interact.
People create perceptions of each other and social
settings. People largely act on their perceptions.
How people think about themselves and others is
based on their interactions.

Conflict Theory

Major Concepts.
equality, alienation

Power, exploitation, struggle, in-

Key Assumptions.  Society is made up of groups that
have opposing interests. Coercion and attempts to
gain power are ever-present aspects of human rela-
tions. Those in power attempt to hold on to their
power by spreading myths or by using violence if
necessary.
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gested that a patient makes judgments about a
physican’s abilities based on attire and that a pa-
tient’s trust-openness toward a physican is also af-
fected. It said that perceptions of physican
authority increased with traditional professional
formal attire over informal attire, but that trust-
openness was influenced in the opposite direction
as authority. Thirty-eight male and 40 female re-
search participants rated their perceptions of
same- and opposite-gender models who were
identified as being medical doctors, but who were
wearing different attire. Findings showed that a
white coat and formal attire are clearly superior to
casual attire in establishing physican authority,
but it did not reduce trust-openness as expected.

Meso-level theory links macro and micro lev-
els and operates at an intermediate level. Theo-
ries of organizations, social movements, and
communities are often at this level.

Roscigno and Danaher (2001) used meso-
level theory in a study on the 1930s labor move-
ment among southern textile workers. The
researchers used a theory of movement subcul-
ture and political opportunity to explain grow-
ing labor movement strength and increased
strike activity among workers in one industry in
aregion of the United States across several years.
They expected strike activity to grow as the result
of a strong movement subculture that carried a
message of injustice and a “political opportu-
nity” or the expectation among people that col-
lective action at a particular time would produce
positive results. Their study showed that a tech-
nological innovation (i.e., the spread of new ra-
dio stations with songs and discussions of
working conditions and unfair treatment) con-
tributed to the growth of a subculture of move-
ment solidarity among the textile workers and
fostered self-identity as a worker who had com-
mon interests with the other textile workers. The
technological innovation and events in the polit-
ical environment (i.e., union organizers and
speeches by the President of the United States)
also created a political opportunity for the work-
ers. The workers believed that collection action
(i.e., strike) was necessary to achieve justice and

would produce gains because other workers and
government authorities would support their ac-
tions.

Macro-level theory concerns the operation of
larger aggregates such as social institutions, en-
tire cultural systems, and whole societies. It uses
more concepts that are abstract.

Marx’s study (1998) on race in the United
States, South Africa, and Brazil used a macro-level
theory. He wanted to explain the conditions that
led Black people to engage in protest to gain full
citizenship rights and he examined patterns of na-
tional racial politics in three counties across two
centuries. His theory said that protest resulted in
an interaction between (1) race-based political
mobilization and (2) national government poli-
cies of racial domination (i.e., apartheid in South
Africa, Jim Crow laws in southern United States,
and no legalized race-based domination in
Brazil). Policies of racial domination developed
from practices of slavery, exploitation, and dis-
crimination that justified White superiority. The
policies reinforced specific racial ideologies that
shaped national development during the twenti-
eth century. A critical causal factor was how
national political elites used the legalized domina-
tion of Blacks to reduce divisions among Whites.
In nations that had large regional or class divi-
sions among Whites, national elites tried to
increase White backing for the national govern-
ment by creating legalized forms of racial domi-
nation. Over time, such legalized domination
froze racial divisions, which promoted a sense of
racial identity and consciousness among Blacks.
The strong sense of racial identity became a key
resource when Blacks mobilized politically to de-
mand full citizenship rights. Legalized racial dom-
ination also intensified the Blacks’ protest and
directed it against the national government as the
societal institution that reinforced their experi-
ence of racial inequality.

Forms of Explanation

Prediction and Explanation. A theory’s pri-
mary purpose is to explain. Many people con-
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fuse prediction with explanation. There are two
meanings or uses of the term explanation. Re-
searchers focus on theoretical explanation, a log-
ical argument that tells why something occurs. It
refers to a general rule or principle. These are a
researcher’s theoretical argument or connec-
tions among concepts. The second type of expla-
nation, ordinary explanation, makes something
clear or describes something in a way that illus-
trates it and makes it intelligible. For example, a
good teacher “explains” in the ordinary sense.
The two types of explanation can blend together.
This occurs when a researcher explains (i.e.,
makes intelligible) his or her explanation (i.e., a
logical argument involving theory).

Prediction is a statement that something
will occur. It is easier to predict than to explain,
and an explanation has more logical power than
prediction because good explanations also pre-
dict. An explanation rarely predicts more than
one outcome, but the same outcome may be
predicted by opposing explanations. Although
it is less powerful than explanation, many peo-
ple are entranced by the dramatic visibility of a
prediction.

A gambling example illustrates the differ-
ence between explanation and prediction. If I
enter a casino and consistently and accurately
predict the next card to appear or the next num-
ber on a roulette wheel, it will be sensational. 1
may win a lot of money, at least until the casino
officials realize I am always winning and expel
me. Yet, my method of making the predictions is
more interesting than the fact that I can do so.
Telling you what I do to predict the next card is
more fascinating than being able to predict.

Here is another example. You know that the
sun “rises” each morning. You can predict that
at some time, every morning, whether or not
clouds obscure it, the sun will rise. But why is
this so? One explanation is that the Great Turtle
carries the sun across the sky on its back. An-
other explanation is that a god sets his arrow
ablaze, which appears to us as the sun, and
shoots it across the sky. Few people today believe
these ancient explanations. The explanation you

probably accept involves a theory about the ro-
tation of the earth and the position of the sun,
the star of our solar system. In this explanation,
the sun only appears to rise. The sun does not
move; its apparent movement depends on the
earth’s rotation. We are on a planet that both
spins on its axis and orbits around a star millions
of miles away in space. All three explanations
make the same prediction: The sun rises each
morning. As you can see, a weak explanation can
produce an accurate prediction. A good expla-
nation depends on a well-developed theory and
is confirmed in research by empirical observa-
tions.

Causal Explanation. Causal explanation, the
most common type of explanation, is used when
the relationship is one of cause and effect. We
use it all the time in everyday language, which
tends to be sloppy and ambiguous. What do we
mean when we say cause? For example, you may
say that poverty causes crime or that looseness in
morals causes an increase in divorce. This does
not tell how or why the causal process works.
Researchers try to be more precise and exact
when discussing causal relations,

Philosophers have long debated the idea of
cause. Some people argue that causality occurs
in the empirical world, but it cannot be proved.
Causality is “out there” in objective reality, and
researchers can only try to find evidence for it.
Others argue that causality is only an idea that
exists in the human mind, a mental construc-
tion, not something “real” in the world. This
second position holds that causality is only a
convenient way of thinking about the world.
Without entering into the lengthy philosophical
debate, many researchers pursue causal relation-
ships.

You need three things to establish causality:
temporal order, association, and the elimination
of plausible alternatives. An implicit fourth
condition is an assumption that a causal rela-
tionship makes sense or fits with broader as-
sumptions or a theoretical framework. Let us
examine the three basic conditions.
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The temporal order condition means that a
cause must come before an effect. This com-
monsense assumption establishes the direction
of causality: from the cause toward the effect.
You may ask, How can the cause come after
what it is to affect? It cannot, but temporal order
is only one of the conditions needed for causal-
ity. Temporal order is necessary but not suffi-
cient to infer causality. Sometimes people make
the mistake of talking about “cause” on the basis
of temporal order alone. For example, a profes-
sional baseball player pitches no-hit games when
he kisses his wife just before a game. The kissing
occurred before the no-hit games. Does that
mean the kissing is the cause of the pitching per-
formance? It is very unlikely. As another exam-
ple, race riots occurred in four separate cities in
1968, one day after an intense wave of sunspots.
The temporal ordering does not establish a
causal link between sunspots and race riots. Af-
ter all, all prior human history occurred before
some specific event. The temporal order condi-
tion simply eliminates from consideration po-
tential causes that occurred later in time.

[t is not always easy to establish temporal
order. With cross-sectional research, temporal
order is tricky. For example, a researcher finds
that people who have a lot of education are also
less prejudiced than others. Does more educa-
tion cause a reduction in prejudice? Or do highly
prejudiced people avoid education or lack the
motivation, self-discipline, and intelligence
needed to succeed in school? Here is another ex-
ample. The students who get high grades in my
class say I am an excellent teacher. Does getting
high grades make them happy, so they return the
favor by saying that I am an excellent teacher
(1.e., high grades cause a positive evaluation)? Or
am I doing a great job, so students study hard
and learn a lot, which the grades reflect (i.e.,
their learning causes them to get high grades)? It
is a chicken-or-egg problem. To resolve it, a re-
searcher needs to bring in other information or
design research to test for the temporal order.

Simple causal relations are unidirectional,
operating in a single direction from the cause to

the effect. Most studies examine unidirectional
relations. More complex theories specify recip-
rocal-effect causal relations—that is, a mutual
causal relationship or simultaneous causality.
For example, studying a lot causes a student to
get good grades, but getting good grades also
motivates the student to continue to study. The-
ories often have reciprocal or feedback relation-
ships, but these are difficult to test. Some
researchers call unidirectional relations nonre-
cursive and reciprocal-effect relations recursive.
A researcher also needs an association for
causality. Two phenomena are associated if they
occur together in a patterned way or appear to
act together. People sometimes confuse correla-
tion with association. Correlation has a specific
technical meaning, whereas association is a more
general idea. A correlation coefficient is a statisti-
cal measure that indicates the amount of associ-
ation, but there are many ways to measure
association. Figure 2.2 shows 38 people from a
lower-income neighborhood and 35 people from
an upper-income neighborhood. Can you see an
association between race and income level?
More people mistake association for causal-
ity than confuse it with temporal order. For ex-
ample, when [ was in college, I got high grades on
the exams I took on Fridays but low grades on
those I took on Mondays. There was an associa-
tion between the day of the week and the exam
grade, but it did not mean that the day of the
week caused the exam grade. Instead, the reason
was that I worked 20 hours each weekend and
was very tired on Mondays. As another example,
the number of children born in India increased
until the late 1960s, then slowed in the 1970s. The
number of U.S.-made cars driven in the United
States increased until the late 1960s, then slowed
in the 1970s. The number of Indian children
born and the number of U.S. cars driven are as-
sociated: They vary together or increase and de-
crease at the same time. Yet there is no causal
connection. By coincidence, the Indian govern-
ment instituted a birth control program that
slowed the number of births at the same time
that Americans were buying more imported cars.
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FIGURE 2.2

Lower Income
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If a researcher cannot find an association, a
causal relationship is unlikely. This is why re-
searchers attempt to find correlations and other
measures of association. Yet, a researcher can of-
ten find an association without causality. The as-
sociation eliminates potential causes that are not
associated, but it cannot definitely identify a
cause. It is a necessary but not a sufficient condi-
tion. In other words, you need it for causality,
but it is not enough alone.

An association does not have to be perfect
(i.e., every time one variable is present, the other
also is) to show causality. In the example involv-
ing exam grades and days of the week, there is an
association if on 10 Fridays I got 7 As, 2 Bs, and
1 C, whereas my exam grades on 10 Mondays
were 6 Ds, 2 Cs, and 2 Bs. An association exists,
but the days of the week and the exam grades are
not perfectly associated. The race and income-
level association shown in Figure 2.2 is also an
imperfect association.

Eliminating alternatives means that a re-
searcher interested in causality needs to show
that the effect is due to the causal variable and
not to something else. It is also called no spuri-
ousness because an apparent causal relationship
that is actually due to an alternative but unrec-

ognized cause is called a spurious relationship,
which is discussed in Chapter 4 (see Box 2.5).

Researchers can observe temporal order and
associations. They cannot observe the elimina-
tion of alternatives. They can only demonstrate
it indirectly. Eliminating alternatives is an ideal
because eliminating all possible alternatives is
impossible. A researcher tries to eliminate major
alternative explanations in two ways: through
built-in design controls and by measuring po-
tential hidden causes. Experimental researchers
build controls into the study design itself to
eliminate alternative causes. They isolate an ex-
perimental situation from the influence of all
variables except the main causal variable.

Researchers also try to eliminate alternatives
by measuring possible alternative causes. This is
common in survey research and is called
controlling for another variable, Researchers use
statistical techniques to learn whether the causal
variable or something else operates on the effect
variable.

Causal explanations are usually in a linear
form or state cause and effect in a straight line: A
causes B, B causes C, C causes D.

The study by Brase and Richmond (2004)
on doctor—patient interactions discussed earlier
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Box

2.5

As | was driving home from the university one day, |
heard a radio news report about gender and racial
bias in standardized tests. A person who claimed that
bias was a major problem said that the tests should
be changed. Since | work in the field of education and
disdain racial or gender bias, the report caught my
attention. Yet, as a social scientist, | critically evalu-
ated the news story. The evidence for a bias charge
was the consistent pattern of higher scores in math-
ematics for male high school seniors versus female
high school seniors, and for European-background
students versus African American students. Was the
cause of the pattern of different test scores a bias
built into the tests?

When questioned by someone who had de-
signed the tests, the person charging bias lacked a
crucial piece of evidence to support a claim of test

Learning to See Causal Relations

bias: the educational experience of students. It
turns out that girls and boys take different numbers
and types of mathematics courses in high school.
Girls tend to take fewer math courses. Among the
girls who complete the same mathematics curricu-
lum as boys, the gender difference dissolves. Like-
wise, a large percentage of African Americans
attend racially segregated, poor-quality schools in
inner cities or in impoverished rural areas. For
African Americans who attend high-quality subur-
ban schools and complete the same courses, racial
differences in test scores disappear. This evidence
suggests that inequality in education causes test
score differences. Although the tests may have
problems, identifying the real cause implies that
changing the tests without first improving or equal-
izing education could be a mistake.

used a causal explanation; it said physican attire
causes certain types of patient perceptions. The
study by Weitzer and Tuch (2004, 2005) on po-
lice misconduct cited earlier used a causal ex-
planation. The cause was a person’s group
position and competitive pressure with other
groups. These are causally linked to police en-
counters, either directly or indirectly, and inter-
pretions of news reports, which differ by group
position. The police encounters and the inter-
pretations of news reports cause very different
perceptions of police misconduct. We can re-
state the logic in a deductive causal form: If the
proposition is true, then we observe certain
things in the empirical evidence. Good causal
explanations identify a causal relationship and
specify a causal mechanism. A simple causal ex-
planation is: X causes Y or Y occurs because of
X, where X and Y are concepts (e.g., early mar-
riage and divorce). Some researchers state
causality in a predictive form: If X occurs, then
Y follows. Causality can be stated in many ways:

X leads to Y, X produces Y, X influences Y, X is
related to Y, the greater X the higher Y.

Here is a simple causal theory: A rise in un-
employment causes an increase in child abuse.
The subject to be explained is an increase in the
occurrence of child abuse. What explains it is a
rise in unemployment. We “explain” the in-
crease in child abuse by identifying its cause. A
complete explanation also requires elaborating
the causal mechanism. My theory says that when
people lose their jobs, they feel a loss of self-
worth. Once they lose self-worth, they become
easily frustrated, upset, and angry. Frustrated
people often express their anger by directing vi-
olence toward those with whom they have close
personal contact (e.g., friends, spouse, children,
etc.). This is especially true if they do not under-
stand the source of the anger or cannot direct it
toward its true cause (e.g., an employer, govern-
ment policy, or “economic forces”).

The unemployment and child abuse exam-
ple illustrates a chain of causes and a causal
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mechanism. Researchers can test different parts
of the chain. They might test whether unem-
ployment rates and child abuse occur together,
or whether frustrated people become violent to-
ward the people close to them. A typical research
strategy is to divide a larger theory into parts and
test various relationships against the data.

Relationships between variables can be pos-
itive or negative. Researchers imply a positive re-
lationship if they say nothing. A positive
relationship means that a higher value on the
causal variable goes with a higher value on the
effect variable. For example, the more education
a person has, the longer his or her life expectancy
is. A negative relationship means that a higher
value on the causal variable goes with a lower
value on the effect variable. For example, the
more frequently a couple attends religious ser-
vices, the lower the chances of their divorcing
each other. In diagrams, a plus sign (+) signifies
a positive relationship and a negative sign (—)
signifies a negative relationship.

Structural Explanation. A structural explana-
tion is used with three types of theories: network,
sequential, and functional theories. Unlike a
causal effect chain, which is similar to a string of
balls lined up that hit one another causing each
to bounce in turn, it is more similar to a wheel
with spokes from a central idea or a spider web
in which each strand forms part of the whole. A
researcher making a structural explanation uses
a set of interconnected assumptions, concepts,
and relationships. Instead of causal statements,
he or she uses metaphors or analogies so that re-
lationships “make sense.” The concepts and re-
lations within a theory form a mutually
reinforcing system. In structural explanations, a
researcher specifies a sequence of phases or iden-
tifies essential parts that form an interlocked
whole.

Structural explanations are used in network
theory. Sanders, Nee, and Sernau (2002) ex-
plained Asian immigrant job seeking with net-
work theory. They used interview data on

immigrants from the Philippines, Korea, Tai-
wan, and China in Los Angeles and found that
social networks matched and sorted immigrants
with jobs. New immigrants with limited lan-
guage and job skills sought employment either
with a co-ethnic employer or through informal
social ties (i.e., they consulted experienced
friends, relatives, and acquaintances and asked
them to be intermediaries). Network users ex-
panded job opportunities beyond employers in
their own ethnic group. Thus, ethnic network
ties were “bridge ties” (i.e., they helped immi-
grants get jobs beyond their ethnic community
by using co-ethnics who already made the tran-
sition to mainstream employment). Over time,
as language and job skills improved, these im-
migrants moved on to mainstream jobs. Immi-
grants lacking social ties, in limited networks, or
who worked for co-ethnics found it difficult to
get a mainstream job. Thus, a person’s network
location, access to a large and diverse network,
and use of network ties is what facilitated ob-
taining a mainstream job.

Structural explanations are also used in se-
quence theory. The panel study on volun-
teerism by Qesterle, Johnson, and Mortimer
(2004) discussed in Chapter 1 employs se-
quence theory. The authors used a “life course”
perspective in which the impact of an event
happening at one phase of a person’s life differs
what it would have been if the same happened at
other phases, and early events generally shape
events in later phases. The authors noted that
the transition to adulthood is a critical stage
when a person learns new social roles and adult
expectations. They found that the amounts and
types of volunteer activity in the last stage they
observed (age 26-27) was strongly influenced
by such activities at prior stages of a person’s life
(age 18-19). People who volunteered at an early
stage tended to volunteer at later stages. Those
who did not volunteer at an early stage or who
devoted full time to working or parenting at
other prior stages (18—19 years old) were less
likely to volunteer at a later stage (26-27 years
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old). Thus, later events flowed from an inter-
connected process in which earlier stages set a
course or direction that pointed to specific
events in a later stage.

Additionally, structural explanations are
used in functional theory.® Functional theorists
explain an event by locating it within a larger,
ongoing, balanced social system. They often use
biological metaphors. These researchers explain
something by identifying its function within a
larger system or the need it fulfills for the sys-
tem. Functional explanations are in this form: “L
occurs because it serves needs in the system M.”
Theorists assume that a system will operate to
stay in equilibrium and to continue over time. A
functional theory of social change says that, over
time, a social system, or society, moves through
developmental stages, becoming increasingly
differentiated and more complex. It evolves a
specialized division of labor and develops greater
individualism. These developments create
greater efficiency for the system as a whole. Spe-
cialization and individualism create temporary
disruptions. The traditional ways of doing things
weaken, but new social relations emerge. The
system generates new ways to fulfill functions or
satisfy its needs.

Kalmijn (1991) used a functional explana-
tion to explain a shift in how people in the
United States select marriage partners. He relied
on secularization theory, which holds that on-
going historical processes of industrialization
and urbanization shape the development of so-
ciety. During these modernization processes,
people rely less on traditional ways of doing
things. Religious beliefs and local community
ties weaken, as does the family’s control over
young adults. People no longer live their entire
lives in small, homogeneous communities.
Young adults become more independent from
their parents and from the religious organiza-
tions that formerly played a critical role in se-
lecting marriage partners.

Society has a basic need to organize the way
people select marriage partners and find part-
ners with whom they share fundamental values.

In modern society, people spend time away
from small local settings in school settings. In
these school settings, especially in college, they
meet other unmarried people. Education is a
major socialization agent in modern society.
Increasingly, it affects a person’s future earn-
ings, moral beliefs and values, and ways of
spending leisure time. This explains why there
has been a trend in the United States for people
to marry less within the same religion and in-
creasingly to marry persons with a similar level
of education. In traditional societies, the family
and religious organization served the function
of socializing people to moral values and link-
ing them to potential marriage partners who
held similar values. In modern society, educa-
tional institutions largely fulfill this function
for the social system.

Interpretive Explanation. The purpose of an
interpretive explanation is to foster understand-
ing. The interpretive theorist attempts to dis-
cover the meaning of an event or practice by
placing it within a specific social context. He or
she tries to comprehend or mentally grasp the
operation of the social world, as well as get a feel
for something or to see the world as another per-
son does. Because each person’s subjective
worldview shapes how he or she acts, the re-
searcher attempts to discern others’ reasoning
and view of things. The process is similar to
decoding a text or work of literature. Meaning
comes from the context of a cultural symbol
system.

Duneier’s (1999) study of sidewalk life in
New York City discussed earlier in this chapter
used an interpretive explanation. An interpretive
explanation is also illustrated by Edelman,
Fuller, and Mara-Drita’s (2001) study of how
companies adopted policies related to diversity
issues in the early 1990s—that is, affirmative ac-
tion and equal opportunity. The authors exam-
ined what managers said, or their rhetoric, about
diversity concerns. Rhetoric included various
statements about diversity made by professional
managers, business school professors, and con-
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sultants in professional workshops, meetings,
specialized magazines, and electronic forums.

Edelman and colleagues (2001) found that
managers took legal ideas, terms, and concepts
and converted them into ones that fit into their
organizational setting. Professional managers
converted vague legal mandates and terms that
were based on ideas about racial discrimination
and ending injustice. They interjected their
own views, values, training, and interests and
produced slightly different ideas and proce-
dures. Management rhetoric changed legal
ideas from taking specific actions to end
racial-ethnic or gender discrimination and
changed them into a “new idea” for effective
corporate management. The “new idea” was
that corporations benefit from a culturally di-
verse workforce. Simply put, diversity is good
for company profits. They consolidated various
studies and discussions on how to improve cor-
porate operations around the new idea—a so-
cially heterogeneous workforce is more
creative, productive, and profitable,

The authors created a theory of “manageri-
alization of law” from their data. This theory
states that professional managers operate in a
corporate environment. They will not simply
take ideas and mandates created in a govern-
ment-legal environment and impose them di-
rectly onto a corporation’s internal operations.
In fact, on the issue of affirmative action, many
corporate officials saw the legal ideas and re-
qliirements as hostile or alien. So the managers
converted, or translated, the legal ideas into an
acceptable form—one acceptable from a man-
agerial point of view. They used new forms to
move their corporations in a direction that
would comply with the legal requirements. This
is an interpretive explanation because the au-
thors explained a social event (i.e., corporations
embracing programs and rhetoric to favor
cultural diversity) by examining how the man-
agers subjectively constructed new ways of look-
ing at, thinking about, and talking about the
diversity issue (i.e., they constructed a new
interpretation).

THE THREE MAJOR APPROACHES
TO SOCIAL SCIENCE

We began this chapter by looking at small-scale
parts of a theory (i.e., ideas or concepts). We
moved toward larger aspects of social theory,
and arrived at major theoretical frameworks in
the last section. Now, we move to an even a
broader, more abstract level of the linkage be-
tween theory and research—fundamental ap-
proaches to social science. It involves issues
sometimes called meta-methodological (i.e., be-
yond or supersized methodological concerns)
and blurs into areas of philosophy that studies
what science means. We only briefly touch on
the issues here, but we cannot ignore them be-
cause they affect how people do social research
studies.

About 45 years ago, a now famous philoso-
pher of science, Thomas Kuhn, argued that the
way science develops in a specific field across
time is based on researchers sharing a general
approach, or paradigm. A paradigm is an inte-
grated set of assumptions, beliefs, models of do-
ing good research, and techniques for gathering
and analyzing data. It organizes core ideas, theo-
retical frameworks, and research methods. Kuhn
observed that scientific fields tend to be held to-
gether around a paradigm for a long period of
time. Very few researchers question the para-
digm, and most focus on operating within its
general boundaries to accumulate new knowl-
edge. On rare occasions in history, intellectual
difficulties increase, unexpected issues grow, and
troubling concerns over proper methods multi-
ply. Slowly, the members of a scientific field shift
in how they see things and switch to a new para-
digm. Once the new paradigm becomes fully es-
tablished and widely adopted, the process of
accumulating knowledge begins anew.

Kuhn’s explanation covered how most sci-
ences operate most of the time, but some fields
operate with multiple or competing paradigms.
This is the case in several of the social sciences.
This greatly bothers some social scientists, and
they believe having multiple paradigms hinders
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the growth of knowledge. They see multiple par-
adigms as a sign of the immaturity or underde-
velopment of the “science” in the social sciences.
Some believe all social science researchers
should embrace a single paradigm and stop us-
ing alternatives to it.

Other social scientists accept the coexistence
of multiple paradigms. They recognize that this
can be confusing and often makes communicat-
ing difficult among those who use a different ap-
proach. Despite this, they argue that each social
science paradigm provides important kinds of
knowledge and insights, so to drop one would
limit what we can learn about the social world.
These social scientists note that no one definitely
can say which approach is “best” or even whether
itis necessary or highly desirable to have only one
paradigm. So instead of closing off an approach
that offers innovative ways to study social life and
gain insight into human behavior, they argue for
keeping a diversity of approaches.

In this section, we will look at three funda-
mental paradigms or approaches used in social
science. Each approach has been around for over
150 years and is used by many highly respected
professional researchers. These approaches are
unequal in terms of the number of followers,
quantity of new studies, and types of issues ad-
dressed. Often, people who strongly adhere to
one approach disagree with researchers who use
another, or see the other approaches as being less
valuable or less “scientific” than their approach.
Although adherents to each approach may use
various research techniques, theories, and theo-
retical frameworks, researchers who adopt one
approach tend to favor certain research tech-
niques, theories, or theoretical frameworks over
others. The three approaches are positivism, in-
terpretive, and critical; each has internal divi-
sions, offshoots, and extensions, but these are
the core ideas of the three major approaches.

Positivist Approach

Positivism is the most widely practiced social sci-
ence approach, especially in North America.

Positivism sees social science research as funda-
mentally the same as natural science research; it
assumes that social reality is made up of objec-
tive facts that value-free researchers can precisely
measure and use statistics to test causal theories.
Large-scale bureaucratic agencies, companies,
and many people in the general public favor a
positivist approach because it emphasizes get-
ting objective measures of “hard facts” in the
form of numbers.

Positivists put a great value on the principle
of replication, even if only a few studies are repli-
cated. Replication occurs when researchers or
others repeat the basics of a study and get iden-
tical or very similar findings. Positivists em-
phasize replication and the ultimate test of
knowledge. This is because they believe that dif-
ferent observers looking at the same facts will get
the same results if they carefully specify their
ideas, precisely measure the facts, and follow the
standards of objective research. When many
studies by independent researchers yield similar
findings, confidence grows that we accurately
captured the workings of social reality and there-
fore scientific knowledge increases.

If a researcher repeats a study and does not
get similar findings, one or more of five possibil-
ities may be occurring: (1) the initial study was
an unusual fluke or based on a misguided un-
derstanding of the social world; (2) important
conditions were present in the initial study, but
no one was aware of their significance so they
were not specified; (3) the initial study, or the
repeat of it, was sloppy—it did not include very
careful, precise measures; (4) the initial study, or
the repeat of it, was improperly conducted—re-
searchers failed to closely follow the highest
standards for procedures and techniques, or
failed to be completely objective; or (5) the re-
peated study was an unusual fluke.

The positivist approach is nomothetic; it
means explanations use law or law-like princi-
ples. Positivists may use inductive and deductive
inquiry, but the ideal is to develop a general
causal law or principle then use logical deduc-
tion to specify how it operates in concrete situa-
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tions. Next, the researcher empirically tests out-
comes predicted by the principle in concrete set-
tings using very precise measures. In this way, a
general law or principle covers many specific sit-
uations. For example, a general principle says
that when two social groups are unequal and
compete for scarce resources, in-group feelings
and hostility toward the other groups intensify,
and the competing groups are likely to engage in
conflict. The principle applies to sports teams,
countries, ethnic groups, families, and other so-
cial groupings. A researcher might deduce that
in cities with high levels of interracial inequality,
when jobs become more scarce and thereby in-
crease economic competition, each group will
express greater hostility about the other racial
groups, and intergroup conflict (e.g., riots,
demonstrations, violent attacks) will increase.

The vast majority of positivist studies are
quantitative, and positivists generally see the ex-
periment as the ideal way to do research. Posi-
tivist researchers also use other quantitative
research techniques, such as surveys or existing
statistics, but tend to see them as approxima-
tions of the experiment for situations where an
experiment is impossible. Positivist researchers
advocate value-free science, seek precise quanti-
tative measures, test causal theories with statis-
tics, and believe in the importance of replicating
studies.

Interpretive Approach

The interpretive approach is also scientific, but
its sees the idea of “scientific” differently from
positivism. Unlike the positivist approach, inter-
pretive researchers say that human social life is
qualitatively different from other things studied
by science. This means that social scientists can-
not just borrow the principles of science from
the natural sciences. Instead, they believe it is
necessary to create a special type of science, one
based on the uniqueness of humans and one that
can really capture human social life.

Most researchers who use an interpretive
approach adopt a version of the constructionist

view of social reality. This view holds that hu-
man social life is based less on objective, hard,
factual reality than on the ideas, beliefs, and per-
ceptions that people hold about reality. In other
words, people socially interact and respond
based as much, if not more, on what they believe
to be real than what is objectively real. This
means that social scientists will be able to under-
stand social life only if they study how people go
about constructing social reality. As people grow
up, interact, and live their daily lives, they con-
tinuously create ideas, relationships, symbols,
and roles that they consider to be meaningful or
important. These include things such as intimate
emotional attachments, religious or moral
ideals, beliefs in patriotic values, racial-ethnic or
gender differences, and artistic expressions.
Rarely do people relate to the objective facts of
reality directly; instead, they do so through the
filter of these socially constructed beliefs and
perceptions. What positivists and many people
view to be objective facts (e.g., a person’s
height), interpretive researchers say are only at
the trivial surface level of social life. Or, the
“facts” are images/categories that humans cre-
ated (i.e., I am two meters tall) and we “forget”
that people originated the images/categories but
now treat them as being separate from people
and objectively real.

Interpretive researchers are skeptical of the
positivist attempts to produce precise quantita-
tive measures of objective facts. This is because
they view social reality as very fluid. For most
humans, social reality is largely the shifting per-
ceptions that they are constantly constructing,
testing, reinforcing, or changing and that have
become embedded in social traditions or institu-
tions. For this reason, interpretive researchers
tend to trust and favor qualitative data. They be-
lieve that qualitative data can more accurately
capture the fluid processes of social reality. In
addition, they favor interpretive over causal
forms of theory (see discussion earlier in this
chapter).

Interpretive researchers are not likely to
adopt a nomothetic approach, but instead favor
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an idiographic form of explanation and use in-
ductive reasoning. Idiographic literally means
specific description and refers to explaining an
aspect of the social world by offering a highly de-
tailed picture or description of a specific social
setting, process, or type of relationship. For ex-
ample, qualitative researchers do not see replica-
tion as the ultimate test of knowledge. Instead,
they emphasize verstehen or empathetic under-
standing. Verstehen is the desire of a researcher
to get inside the worldview of those he or she is
studying and accurately represent how the peo-
ple being studied see the world, feel about it, and
act. In other words, the best test of good social
knowledge is not replication but whether the re-
searcher can demonstrate that he or she really
captured the inner world and personal perspec-
tive of the people studied.

Critical Approach

The critical approach shares many features with
an interpretive approach, but it blends an objec-
tive/materialist with a constructionist view of so-
cial reality. The key feature of the critical
approach is a desire to put knowledge into ac-
tion and a belief that research is not value free.
Research is the creation of knowledge, and peo-
ple regularly use knowledge to advance political-
moral ends. This gives doing social research a
strong connection to political-moral issues. The
researcher can decide to ignore and help those
with power and authority in society, or advance
social justice and empower the powerless.
Critical approach emphasizes the multilay-
ered nature of social reality. On the surface level,
there is often illusion, myth, and distorted think-
ing. The critical approach notes that people are
often misled, are subject to manipulated mes-
sages, or hold false ideas. Yet, beneath the sur-
face level at a deeper, often hidden level lies
“real” objective reality. Part of the task of social
research is to strip away the surface layer of illu-
sion or falsehood. Although a researcher wants
to see beyond this layer, he or she does not en-
tirely ignore it. Such an outer layer is important

because it profoundly shapes much of human
action.

The critical approach has an activist orien-
tation and favors action research. Praxis is the
ultimate test of how good an explanation is in
the critical approach. It is a blending of theory
and concrete action; theory informs one about
the specific real-world actions one should take
to advance social change, and one uses the expe-
riences of engaging in action for social change to
reformulate the theory. All the approaches see a
mutual relationship between abstract theory and
concrete empirical evidence, but the critical ap-
proach goes further and tries to dissolve the gap
between abstract theory and the empirical expe-
riences of using the theory to make changes in
the world.

THE DYNAMIC DUO

You have seen that theory and research are in-
terrelated. Only the naive, new researcher mis-
takenly believes that theory is irrelevant to
research or that a researcher just collects the
data. Researchers who attempt to proceed with-
out theory may waste time collecting useless
data. They easily fall into the trap of hazy and
vague thinking, faulty logic, and imprecise con-
cepts. They find it difficult to converge onto a
crisp research issue or to generate a lucid ac-
count of their study’s purpose. They also find
themselves adrift as they attempt to design or
conduct empirical research.

The reason is simple. Theory frames how we
look at and think about a topic. It gives us con-
cepts, provides basic assumptions, directs us to
the important questions, and suggests ways for
us to make sense of data. Theory enables us to
connect a single study to the immense base of
knowledge to which other researchers con-
tribute. To use an analogy, theory helps a re-
searcher see the forest instead of just a single
tree. Theory increases a researcher’s awareness
of interconnections and of the broader signifi-
cance of data (see Table 2.1).
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TABLE 2.1 Major Aspects and Types
of Social Theory

Aspect ‘Types of Social Theory

Direction Inductive or deductive

Level Micro, meso, or macro

Explanation  Causal, interpretive, or structural

Abstraction  Empirical generalization, middle

range, framework, or paradigm

Theory has a place in virtually all research,
but its prominence varies. It is generally less cen-
tral in applied-descriptive research than in ba-
sic-explanatory research. Its role in applied and
descriptive research may be indirect. The con-
cepts are often more concrete, and the goal is not
to create general knowledge. Nevertheless, re-
searchers use theory in descriptive research to
refine concepts, evaluate assumptions of a the-
ory, and indirectly test hypotheses.

Theory does not remain fixed over time; it is
provisional and open to revision. Theories grow
into more accurate and comprehensive explana-
tions about the make-up and operation of the
social world in two ways. They advance as theo-
rists toil to think clearly and logically, but this
effort has limits. The way a theory makes signif-
icant progress is by interacting with research
findings.

The scientific community expands and al-
ters theories based on empirical results. Re-
searchers who adopt a more deductive approach
use theory to guide the design of a study and the
interpretation of results. They refute, extend, or
modify the theory on the basis of results. As
researchers continue to conduct empirical re-
search in testing a theory, they develop confi-
dence that some parts of it are true. Researchers
may modify some propositions of a theory or re-
ject them if several well-conducted studies have
negative findings. A theory’s core propositions

and central tenets are more difficult to test and
are refuted less often. In a slow process, re-
searchers may decide to abandon or change a
theory as the evidence against it mounts over
time and cannot be logically reconciled.

Researchers adopting an inductive ap-
proach follow a slightly different process. Induc-
tive theorizing begins with a few assumptions
and broad orienting concepts. Theory develops
from the ground up as the researchers gather
and analyze the data. Theory emerges slowly,
concept by concept and proposition by proposi-
tion in a specific area. The process is similar to a
long pregnancy. Over time, the concepts and
empirical generalizations emerge and mature.
Soon, relationships become visible, and re-
searchers weave together knowledge from differ-
ent studies into more abstract theory.

CONCLUSION

In this chapter, you learned about social the-
ory—its parts, purposes, and types. The di-
chotomy between theory and research is an
artificial one. The value of theory and its neces-
sity for conducting good research should be
clear. Researchers who proceed without theory
rarely conduct top-quality research and fre-
quently find themselves in a quandary. Likewise,
theorists who proceed without linking theory to
research or anchoring it to empirical reality are
in jeopardy of floating off into incomprehensible
speculation and conjecture. You are now famil-
iar with the scientific community, the dimen-
sions of research, and social theory.
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INTRODUCTION

Ethics include the concerns, dilemmas, and con-
flicts that arise over the proper way to conduct
research. Ethics help to define what is or is not
legitimate to do, or what “moral” research pro-
cedure involves. This is not as simple as it may
appear, because there are few ethical absolutes
and only agreed-upon broad principles. These
principles require judgment to apply and some
may conflict with others in practice. Many ethi-
cal issues ask you to balance two values: the pur-
suit of knowledge and the rights of research
participants or of others in society. Social re-
searchers balance potential benefits—such as
advancing the understanding of social life, im-
proving decision making, or helping research
participants—against potential costs—such as
loss of dignity, self-esteem, privacy, or democra-
tic freedoms.

Social researchers confront many ethical
dilemmas and must decide how to act. They
have a moral and professional obligation to be
ethical, even if research participants are unaware
of or unconcerned about ethics.

Many areas of professional practice have
ethical standards (e.g., journalists, police depart-
ments, business corporations, etc.), but the eth-
ical standards for doing social research are often
stricter. To do professional social research, you
must both know the proper research techniques
(e.g., sampling) and be sensitive to ethical con-
cerns. This is not always easy. For centuries,
moral, legal, and political philosophers debated
the issues researchers regularly face.

It is difficult to appreciate fully the ethical
dilemmas experienced by researchers until you
actually begin to do research, but waiting until
the middle of a study is too late. You need to pre-
pare yourself ahead of time and consider ethical
concerns as you design a study so that you can
build sound ethical practices into a study’s de-
sign. In addition, by developing sensitivity to
ethical issues, you will be alert to potential ethi-
cal concerns that can arise as you make decisions
while conducting a study. Also, an ethical aware-

ness will help you better understand the overall
research process.

Ethics begin and end with you, the individ-
ual social researcher. A strong personal moral
code by the researcher is the best defense against
unethical behavior. Before, during, and after
conducting a study, a researcher has opportuni-
ties to, and should, reflect on the ethics of re-
search actions and consult his or her conscience.
Ultimately, ethical research depends on the in-
tegrity of an individual researcher.

WHY BE ETHICAL?

Given that most people who conduct social re-
search are genuinely concerned about others,
you might ask, Why would any researcher ever
act in an ethically irresponsible manner? Most
unethical behavior is due to a lack of awareness
and pressures on researchers to take ethical
shortcuts. Researchers face pressures to build a
career, publish new findings, advance knowl-
edge, gain prestige, impress family and friends,
hold on to a job, and so forth. Ethical research
will take longer to complete, cost more money,
be more complicated, and be less likely to pro-
duce unambiguous results. Plus, there are many
opportunities in research to act unethically, the
odds of getting caught are small, and written
ethical standards are in the form of vague, loose
principles.

The ethical researcher gets few rewards and
wins no praise. The unethical researcher, if
caught, faces public humiliation, a ruined career,
and possible legal action. The best preparation
for ethical behavior is to internalize a sensitivity
to ethical concerns, to adopt a serious profes-
sional role, and to interact regularly with other
researchers. Moreover, the scientific community
demands ethical behavior without exceptions.

Scientific Misconduct

The research community and agencies that fund
research oppose a type of unethical behavior
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called scientific misconduct; it includes research
fraud and plagiarism. Scientific misconduct oc-
curs when a researcher falsifies or distorts the
data or the methods of data collection, or plagia-
rizes the work of others. It also includes signifi-
cant, unjustified departures from the generally
accepted scientific practices for doing and re-
porting on research. Research fraud occurs when
a researcher fakes or invents data that he or she
did not really collect, or fails to honestly and
fully report how he or she conducted a study. Al-
though rare, it is considered a very serious viola-
tion. The most famous case of research fraud
was that of Sir Cyril Burt, the father of British
educational psychology. Burt died in 1971 as an
esteemed researcher who was famous for his
studies with twins that showed a genetic basis of
intelligence. In 1976, it was discovered that he
had falsified data and the names of coauthors.
Unfortunately, the scientific community had
been misled for nearly 30 years. More recently, a
social psychologist was discovered to have fabri-
cated data for several experiments on sex bias
conducted at Harvard University in the 1990s.
Plagiarism occurs when a researcher “steals” the
ideas or writings of another or uses them with-
out citing the source. Plagiarism also includes
stealing the work of another researcher, an assis-
tant, or a student, and misrepresenting it as
one’s own. These are serious breaches of ethical
standards.!

Unethical but Legal

Behavior may be unethical but legal (i.e., not
break any law). A plagiarism case illustrates the
distinction between legal and ethical behavior.
The American Sociological Association docu-
mented that a 1988 book without any footnotes
by a dean from Eastern New Mexico University
contained large sections of a 1978 dissertation
that a sociology professor at Tufts University
wrote. Copying the dissertation was not illegal; it
did not violate copyright law because the sociol-
ogist’s dissertation did not have a copyright filed
with the U.S. government. Nevertheless, it was

FIGURE 3.1 Typology of Legal and
Moral Actions in Social
Research
[ ETHICAL
LEGAL Yes No
[ Yes Moral and Legal Legal but Immoral
—

o

lllegal but Moral Immoral and Ilegal |

clearly unethical according to standards of pro-
fessional behavior.? (See Figure 3.1 for relations
between legal and moral actions.)

POWER RELATIONS

A professional researcher and the research par-
ticipants or employee-assistants are in a rela-
tionship of unequal power and trust. An
experimenter, survey director, or research inves-
tigator has power over participants and assis-
tants, and in turn, they trust his or her judgment
and authority. The researcher’s credentials,
training, professional role, and the place of sci-
ence in modern society legitimate the power and
make it into a form of expert authority. Some
ethical issues involve an abuse of power and
trust. A researcher’s authority to conduct social
research and to earn the trust of others is ac-
companied always by an unyielding ethical re-
sponsibility to guide, protect, and oversee the
interests of the people being studied.

When looking for ethical guidance, re-
searchers are not alone. They can turn to a num-
ber of resources: professional colleagues, ethical
advisory committees, institutional review boards
or human subjects committees at a college or in-
stitution (discussed later), codes of ethics by
professional associations (discussed later in this
chapter), and writings on ethics in research. The
larger research community firmly supports and
upholds ethical behavior, even if an individual



2V PART ONE / FOUNDATION>S

researcher is ultimately responsible to do what is
ethical in specific situations.

ETHICAL ISSUES INVOLVING
RESEARCH PARTICIPANTS

Have you ever been a participant in a research
study? If so, how were you treated? More atten-
tion is focused on the possible negative effects of
research on those being studied than any other
ethical issue, beginning with concerns about
biomedical research. Acting ethically requires
that a researcher balance the value of advancing
knowledge against the value of noninterference
in the lives of others. Either extreme causes
problems. Giving research participants absolute
rights of noninterference could make empirical
research impossible, but giving researchers ab-
solute rights of inquiry could nullify partici-
pants’ basic human rights. The moral question
becomes: When, if ever, are researchers justified
in risking physical harm or injury to those being
studied, causing them great embarrassment or
inconvenience, violating their privacy, or fright-
ening them?

The law and codes of ethics recognize some
clear prohibitions: Never cause unnecessary or
irreversible harm to subjects; secure prior vol-
untary consent when possible; and never unnec-
essarily humiliate, degrade, or release harmful
information about specific individuals that was
collected for research purposes. In other words,
you should always show respect for the research
participant. These are minimal standards and
are subject to interpretation (e.g., What does
unnecessary mean in a specific situation?).

Origins of Research Participant
Protection

Concern over the treatment of research partici-
pants arose after the revelation of gross viola-
tions of basic human rights in the name of
science. The most notorious violations were
“medical experiments” conducted on Jews and

others in Nazi Germany, and similar “medical
experiments” to test biological weapons by
Japan in the 1940s. In these experiments, terrible
tortures were committed. For example, people
were placed in freezing water to see how long it
took them to die, people were purposely starved
to death, people were intentionally infected with
horrible diseases, and limbs were severed from
children and transplanted onto others.?

Such human rights violations did not occur
only long ago. In a famous case of unethical re-
search, the Tuskegee Syphilis Study, also known
as Bad Blood, the President of the United States
admitted wrongdoing and formally apologized
in 1997 to the participant-victims. Until the
1970s, when a newspaper report caused a scan-
dal to erupt, the U.S. Public Health Service
sponsored a study in which poor, uneducated
African American men in Alabama suffered and
died of untreated syphilis, while researchers
studied the severe physical disabilities that ap-
pear in advanced stages of the disease. The un-
ethical study began in 1929, before penicillin was
available to treat the disease, but it continued
long after treatment was available. Despite their
unethical treatment of the people, the re-
searchers were able to publish their results for 40
years. The study ended in 1972, but a formal
apology took another 25 years.*

Unfortunately, the Bad Blood scandal is not
unique. During the Cold War era, the U.S. gov-
ernment periodically compromised ethical re-
search principles for military and political goals.
In 1995, reports revealed that the government
authorized injecting unknowing people with ra-
dioactive material in the late 1940s. In the 1950s,
the government warned Eastman Kodak and
other film manufacturers about nuclear fallout
from atomic tests to prevent fogged film, but it
did not warn nearby citizens of health hazards.
In the 1960s, the U.S. army gave unsuspecting
soldiers LSD (a hallucinogenic drug), causing se-
rious trauma. Today, researchers widely recog-
nize these to be violations of two fundamental
ethical principles; Avoid physical harm and ob-
tain informed consent.’
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Physical Harm, Psychological Abuse,
and Legal Jeopardy

Social research can harm a research participant
in several ways: physical, psychological, and legal
harm, as well as harm to a person’s career, repu-
tation, or income. Different types of harm are
more likely in other types of research (e.g., in ex-
periments versus field research). It is a re-
searcher’s responsibility to be aware of all types
of potential harm and to take specific actions to
minimize the risk to participants at all times.

Physical Harm. Physical harm is rare. Even in
biomedical research, where the intervention into
a person’s life is much greater, 3 to 5 percent of
studies involved any person who suffered any
harm.® A straightforward ethical principle is that
researchers should never cause physical harm.
An ethical researcher anticipates risks before be-
ginning a study, including basic safety concerns
(e.g., safe buildings, furniture, and equipment).
This means that he or she screens out high-risk
subjects (those with heart conditions, mental
breakdown, seizures, etc.) if great stress is in-
volved and anticipates possible sources of injury
or physical attacks on research participants or
assistants. The researcher accepts moral and le-
gal responsibility for injury due to participation
in research and terminates a project immediately
if he or she can no longer fully guarantee the
physical safety of the people involved (see the
Zimbardo study in Box 3.1).

Psychological Abuse, Stress, or Loss of Self-
Esteem. The risk of physical harm is rare, but
social researchers can place people in highly
stressful, embarrassing, anxiety-producing, or
unpleasant situations. Researchers want to learn
about people’s responses in real-life, high-anxi-
ety—producing situations, so they might place
people in realistic situations of psychological dis-
comfort or stress. Is it unethical to cause dis-
comfort? The ethics of the famous Milgram
obedience study are still debated (see Box 3.1).
Some say that the precautions taken and the
knowledge gained outweighed the stress and po-

tential psychological harm that research partici-
pants experienced. Others believe that the ex-
treme stress and the risk of permanent harm
were too great. Such an experiment could not be
conducted today because of heightened sensitiv-
ity to the ethical issues involved.

Social researchers have created high levels of
anxiety or discomfort. They have exposed par-
ticipants to gruesome photos; falsely told male
students that they have strong feminine person-
ality traits; falsely told students that they have
failed; created a situation of high fear (e.g.,
smoke entering a room in which the door is
locked); asked participants to harm others;
placed people in situations where they face social
pressure to deny their convictions; and had par-
ticipants lie, cheat, or steal.” Researchers who
study helping behavior often place participants
in emergency situations to see whether they will
lend assistance. For example, Piliavin and asso-
ciates {1969) studied helping behavior in sub-
ways by faking someone’s collapse onto the
floor. In the field experiment, the riders in the
subway car were unaware of the experiment and
did not volunteer to participate in it.

The only researchers who might even con-
sider conducting a study that purposely induces
great stress or anxiety in research participants
are very experienced and take all necessary pre-
cautions before inducing anxiety or discomfort.
The researchers should consult with others who
have conducted similar studies and mental
health professionals as they plan the study. They
should screen out high-risk populations (e.g.,
those with emotional problems or weak hearts),
and arrange for emergency interventions or ter-
mination of the research if dangerous situations
arise. They must always obtain written informed
consent (to be discussed) before the research
and debrief the people immediately afterward
(i.e., explain any deception and what actually
happened in the study). Researchers should
never create unnecessary stress (i.e., beyond the
minimal amount needed to create the desired ef-
fect) or stress that lacks a very clear, legitimate
research purpose. Knowing what “minimal
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Box

3.1

Stanley Milgram’s obedience study (Milgram, 1963,
1965, 1974) attempted to discover how the hor-
rors of the Holocaust under the Nazis could have oc-
curred by examining the strength of social pressure
to obey authority. After signing “informed consent
forms,” subjects were assigned, in rigged random se-
lection, to be a “teacher” while a confederate was the
“pupil.” The teacher was to test the pupil's memory
of word lists and increase the electric shock level if
the pupil made mistakes. The pupil was located in a
nearby room, so the teacher could hear but not see
the pupil. The shock apparatus was clearly labeled
with increasing voltage. As the pupil made mistakes
and the teacher turned switches, she or he also made
noises as if in severe pain. The researcher was present
and made comments such as “You must go on” to
the teacher. Milgram reported, “Subjects were ob-
served to sweat, tremble, stutter, bite their lips,
groan and dig their fingernails into their flesh. These
were characteristic rather than exceptional re-
sponses to the experiment” (Milgram, 1963:375).
The percentage of subjects who would shock to dan-
gerous levels was dramatically higher than expected.
Ethical concerns arose over the use of deception and
the extreme emotional stress experienced by
subjects.

In Laud Humphreys's (Humphreys, 1975) tea-
room trade study (a study of male homosexual en-
counters in public restrooms), about 100 men were
observed engaging in sexual acts as Humphreys pre-
tended to be a “watchqueen” (a voyeur and look-
out). Subjects were followed to their cars, and their
license numbers were secretly recorded. Names and
addresses were obtained from police registers when
Humphreys posed as a market researcher. One year

Three Cases of Ethical Controversy

later, in disguise, Humphreys used a deceptive story
about a health survey to interview the subjects in
their homes. Humphreys was careful to keep names
in safety deposit boxes, and identifiers with subject
names were burned. He significantly advanced knowl-
edge of homosexuals who frequent “tearooms” and
overturned previous false beliefs about them. There
has been controversy over the study: The subjects
never consented; deception was used; and the names
could have been used to blackmail subjects, to end
marriages, or to initiate criminal prosecution.

In the Zimbardo prison experiment (Zimbardo,
1972, 1973; Zimbardo et al., 1973, 1974), male
students were divided into two role-playing groups:
guards and prisoners. Before the experiment, volun-
teer students were given personality tests, and only
those in the “normal” range were chosen. Volunteers
signed up for two weeks, and prisoners were told that
they would be under surveillance and would have
some civil rights suspended, but that no physical
abuse was allowed. In a simulated prison in the base-
ment of a Stanford University building, prisoners
were deindividualized (dressed in standard uniforms
and called only by their numbers) and guards were
militarized (with uniforms, nightsticks, and reflective
sunglasses). Guards were told to maintain a reason-
able degree of order and served 8-hour shifts, while
prisoners were locked up 24 hours per day. Unex-
pectedly, the volunteers became too caught up in
their roles. Prisoners became passive and disorga-
nized, while guards became aggressive, arbitrary, and
dehumanizing. By the sixth day, Zimbardo called off
the experiment for ethical reasons. The risk of per-
manent psychological harm, and even physical harm,
was too great.

——

amount” means comes with experience. It is best
to begin with too little stress, risking a finding of
no effect, than to create too much. It is always
wise to work in collaboration with other re-
searchers when the risk to participants is high,
because the involvement of several ethically sen-

sitive researchers reduces the chances of making
an ethical misjudgment.

Research that induces great stress and anx-
iety in participants also carries the danger that
experimenters will develop a callous or manip-
ulative attitude toward others. Researchers
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have reported feeling guilt and regret after con-
ducting experiments that caused psychological
harm to people. Experiments that place sub-
jects in anxiety-producing situations may pro-
duce significant personal discomfort for the
ethical researcher.

Legal Harm. A researcher is responsible for
protecting research participants from increased
risk of arrest. If participation in research in-
creases the risk of arrest, few individuals will
trust researchers or be willing to participate in
future research. Potential legal harm is one crit-
icism of Humphreys’s 1975 tearoom trade study
(see Box 3.1).

A related ethical issue arises when a re-
searcher learns of illegal activity when collecting
data. A researcher must weigh the value of pro-
tecting the researcher-subject relationship and
the benefits to future researchers against poten-
tial serious harm to innocent people. The re-
searcher bears the cost of his or her judgment.
For example, in his field research on police, Van
Maanen (1982:114-115) reported seeing police
beat people and witnessing illegal acts and irreg-
ular procedures, but said, “On and following
these troublesome incidents I followed police
custom: I kept my mouth shut.”

Field researchers in particular can face
difficult ethical decisions. For example, when
studying a mental institution, Taylor (1987) dis-
covered the mistreatment and abuse of inmates
by the staff. He had two choices: Abandon the
study and call for an immediate investigation, or
keep quiet and continue with the study for sev-
eral months, publicize the findings afterwards,
and then become an advocate to end the abuse.
After weighing the situation, he followed the lat-
ter course and is now an activist for the rights of
mental institution inmates.

In some studies, observing illegal behavior
may be central to the research project. If a re-
searcher covertly observes and records illegal
behavior, then supplies the information to law-en-
forcement authorities, he or she is violating ethical
standards regarding research participants and is

undermining future social research. At the same
time, a researcher who fails to report illegal behav-
ior is indirectly permitting criminal behavior. He
or she could be charged as an accessory to a crime,
Cooperation with law-enforcement officials raises
the question, Is the researcher a professional sci-
entist who protects research participants in the
process of seeking knowledge, or a free-lance un-
dercover informant who is really working for the
police trying to “catch” criminals?

Other Harm to Participants

Research participants may face other types of
harm. For example, a survey interview may cre-
ate anxiety and discomfort if it asks people to re-
call unpleasant or traumatic events. An ethical
researcher must be sensitive to any harm to par-
ticipants, consider precautions, and weigh po-
tential harm against potential benefits.

Another type of harm is a negative impact
on the careers, reputations, or incomes of re-
search participants. For example, a researcher
conducts a survey of employees and concludes
that the supervisor’s performance is poor. As a
consequence, the supervisor loses her job. Or, a
researcher studies homeless people living on the
street. The findings show that many engage in
petty illegal acts to get food. As a consequence, a
city government “cracks down” on the petty ille-
gal acts and the homeless people can no longer
eat. What is the researcher’s responsibility? The
ethical researcher considers the consequences of
research for those being studied. The general
goal is not to cause any harm simply because
someone was a research participant. However,
there is no set answer to such questions. A re-
searcher must evaluate each case, weigh poten-
tial harm against potential benefits, and bear the
responsibility for the decision.

Deception

Has anyone ever told you a half-truth or lie to
get you to do something? How did you feel
about it? Social researchers follow the ethical
principle of voluntary consent: Never force any-
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one to participate in research, and do not lie to
anyone unless it is necessary and the only way to
accomplish a legitimate research purpose. The
people who participate in social research should
explicitly agree to participate. A person’s right
not to participate can be a critical issue when-
ever the researcher uses deception, disguises the
research, or uses covert research methods.

Social researchers sometimes deceive or lie
to participants in field and experimental re-
search. A researcher might misrepresent his or
her actions or true intentions for legitimate
methodological reasons. For example, if partici-
pants knew the true purpose, they would modify
their behavior, making it impossible to learn of
their real behavior. Another situation occurs
when access to a research site would be impossi-
ble if the researcher told the truth. Deception is
never preferable if the researcher can accomplish
the same thing without using deception.

Experimental researchers often deceive sub-
jects to prevent them from learning the hypoth-
esis being tested and to reduce “reactive effects”
(see Chapter 8). Deception is acceptable only if a
researcher can show that it has a clear, specific
methodological purpose, and even then, the re-
searcher should use it only to the minimal de-
gree necessary. Researchers who use deception
should always obtain informed consent, never
misrepresent risks, and always explain the actual
conditions to participants afterwards. You might
ask, How can a researcher obtain prior informed
consent and still use deception? He or she can
describe the basic procedures involved and con-
ceal only specific information about hypotheses
being tested.

Sometimes field researchers use covert ob-
servation to gain entry to field research settings.
In studies of cults, small extremist political sects,
illegal or deviant behavior, or behavior in a large
public area, it may be impossible to conduct re-
search if a researcher announces and discloses
her or his true purpose. If a covert stance is not
essential, a researcher should not use it. If he or
she does not know whether covert access is nec-
essary, then a strategy of gradual disclosure may

be best. When in doubt, it is best to err in the di-
rection of disclosing one’s true identity and pur-
pose. Covert research remains controversial, and
many researchers feel that all covert research is
unethical. Even those who accept covert research
as ethical in certain situations say that it should
be used only when overt observation is impossi-
ble. Whenever possible, the researcher should
inform participants of the observation immedi-
ately afterwards and give them an opportunity
to express concerns.

Deception and covert research may increase
mistrust and cynicism as well as diminish public
respect for social research. Misrepresentation in
field research is analogous to being an under-
cover agent or government informer in nonde-
mocratic societies. The use of deception has a
long-term negative effect. It increases distrust
among people who are frequently studied and
makes doing social research more difficult in the
long term.

Informed Consent

A fundamental ethical principle of social re-
search is: Never coerce anyone into participat-
ing; participation must be voluntary at all times.
Permission alone is not enough; people need to
know what they are being asked to participate in
so that they can make an informed decision. Par-
ticipants can become aware of their rights and
what they are getting involved in when they read
and sign a statement giving informed consent—
an agreement by participants stating they are
willing to be in a study and they know some-
thing about what the research procedure will in-
volve.

Governments vary in the requirement for
informed consent. The U.S. federal government
does not require informed consent in all re-
search involving human subjects. Nevertheless,
researchers should get written informed consent
unless there are good reasons for not obtaining it
(e.g., covert field research, use of secondary data,
etc.) as judged by an institutional review board
(IRB) (see the later discussion of IRBs).
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Informed consent statements provide spe-
cific information (see Box 3.2). A general state-
ment about the kinds of procedures or questions
involved and the uses of the data are sufficient
for informed consent. Studies suggest that par-
ticipants who receive a full informed consent
statement do not respond differently from those
who do not. If anything, people who refused to
sign such a statement were more likely to guess
or answer “no response” to questions.

It is unethical to coerce people to partici-
pate, including offering them special benefits
that they cannot otherwise attain. For example,
it is unethical for a commanding officer to order
a soldier to participate in a study, for a professor
to require a student to be a research subject in
order to pass a course, or for an employer to ex-
pect an employee to complete a survey as a con-

Box

3.2

Informed consent statements contain the following:

Informed Consent

1. A brief description of the purpose and proce-
dure of the research, including the expected du-
ration of the study

2. A statement of any risks or discomfort associ-
ated with participation

3. A guarantee of anonymity and the confidential-
ity of records

4. The identification of the researcher and of
where to receive information about subjects’
rights or questions about the study

5. A statement that participation is completely vol-
untary and can be terminated at any time with-
out penalty

6. A statement of alternative procedures that may
be used

7. A statement of any benefits or compensation
provided to subjects and the number of subjects
involved

8. An offer to provide a summary of findings

dition of continued employment. It is unethical
even if someone other than the researcher (e.g.,
an employer) coerces people (e.g., employees) to
participate in research.

Full disclosure with the researcher’s identifi-
cation helps to protect research participants
against fraudulent research and to protect legit-
imate researchers. Informed consent lessens the
chance that a con artist in the guise of a re-
searcher will defraud or abuse people. It also re-
duces the chance that someone will use a bogus
researcher identity to market products or obtain
personal information on people for unethical
purposes.

Legally, a signed informed consent state-
ment is optional for most survey, field, and sec-
ondary data research, but it is often mandatory
for experimental research. Informed consent is
impossible to obtain in existing statistics and
documentary research. The general rule is: The
greater the risk of potential harm to research
participants, the greater the need to obtain a
written informed consent statement from them.
In sum, there are many sound reasons to get in-
formed consent and few reasons not to get it.

Special Populations and New
Inequalities

Some populations or groups of research partici-
pants are not capable of giving true voluntary in-
formed consent. Special populations are people
who lack the necessary cognitive competency to
give valid informed consent or people in a weak
position who might cast aside their freedom to
refuse to participate in a study. Students, prison
inmates, employees, military personnel, the
homeless, welfare recipients, children, and the
developmentally disabled may not be fully capa-
ble of making a decision, or they may agree to
participate only because they see their participa-
tion as a way to obtain a desired good—such as
higher grades, early parole, promotions, or addi-
tional services. It is unethical to involve “incom-
petent” people (e.g., children, mentally disabled,
etc.) in research unless a researcher meets two
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minimal conditions: (1) a legal guardian grants
written permission and (2) the researcher fol-
lows all standard ethical principles to protect
participants from harm. For example, a re-
searcher wants to conduct a survey of high
school students to learn about their sexual be-
havior and drug/alcohol use. If the survey is con-
ducted on school property, school officials must
give official permission. For any research partic-
ipant who is a legal minor (usually under 18
years old), written parental permission is
needed. Tt is best to ask permission from each
student, as well.

The use of coercion to participate can be a
tricky issue, and it depends on the specifics of a
situation. For example, a convicted criminal
faces the alternative of imprisonment or partici-
pation in an experimental rehabilitation pro-
gram. The convicted criminal may not believe in
the benefits of the program, but the researcher
may believe that it will help the criminal. This is
a case of coercion. A researcher must honestly
judge whether the benefits to the criminal and to
society greatly outweigh the ethical prohibition
on coercion. This is risky. History shows many
cases in which a researcher believed he or she
was doing something “for the good of” someone
in a powerless position (e.g., prisoners, students,
homosexuals), but it turned out that the “good”
actually was for the researcher or a powerful or-
ganization in society, and it did more harm than
good to the research participant.

You may have been in a social science class
in which a teacher required you to participate as
a subject in a research project. This is a special
case of coercion and is usually ethical. Teachers
have made three arguments in favor of requiring
student participation: (1) it would be difficult
and prohibitively expensive to get participants
otherwise, (2) the knowledge created from re-
search with students serving as subjects benefits
future students and society, and (3) students will
learn more about research by experiencing it di-
rectly in a realistic research setting. Of the three
arguments, only the third justifies limited coer-
cion. This limited coercion is acceptable only as

long as it meets three conditions: it is attached to
a clear educational objective, the students have a
choice of research experience or an alternative
activity, and all other ethical principles of re-
search are followed.

Avoid Creating New Inequalities. Another
type of harm occurs when one group of people is
denied a service or benefit as a result of partici-
pating in a research project. For example, a re-
searcher might have a new treatment for people
with a terrible disease, such as acquired immune
deficiency syndrome (AIDS). To determine the
effects of the new treatment, half the group is
randomly chosen to receive the treatment, while
others receive nothing. The design may clearly
show whether the treatment is effective, but par-
ticipants in the group who receive no treatment
may die. Of course, those receiving the treat-
ment may also die, until more is known about
whether it is effective. Is it ethical to deny people
who have been randomly assigned to a study
group the potentially life-saving treatment?
What if a clear, definitive test of whether a treat-
ment is effective requires that one study group
receive no treatment?

A researcher can reduce creating a new in-
equality among research participants when the
outcome has a major impact on their survival or
quality of life in three ways. First, the people who
do not receive the “new, improved” treatment
continue to receive the best previously accept-
able treatment. In other words, instead of deny-
ing all assistance, they get the best treatment
available prior to the new one being tested. This
ensures that people will not suffer in absolute
terms, even if they temporarily fall behind in rel-
ative terms. Second, researchers can use a
crossover design, which is when a study group
that gets no treatment in the first phase of the
experiment becomes the group with the treat-
ment in the second phase, and vice versa. Finally,
the researcher continuously monitors results. If
it appears early in the study that the new treat-
ment is highly effective, the researcher should
offer it to those in the control group. Also, in
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high-risk experiments with medical treatments
or possible physical harm, researchers may use
animal or other surrogates for humans.

Privacy, Anonymity, and
Confidentiality

How would you feel if private details about your
personal life were shared with the public without
your knowledge? Because social researchers
sometimes transgress the privacy of people in
order to study social behavior, they must take
several precautions to protect research partici-
pants’ privacy.

Privacy. Survey researchers invade a person’s
privacy when they probe into beliefs, back-
grounds, and behaviors in a way that reveals in-
timate private details. Experimental researchers
sometimes use two-way mirrors or hidden mi-
crophones to “spy” on subjects. Even if people
know they are being studied, they are unaware of
what the experimenter is looking for. Field re-
searchers may observe private aspects of behav-
ior or eavesdrop on conversations.

In field research, privacy may be violated
without advance warning. When Humphreys
(1975) served as a “watchqueen” in a public rest-
room where homosexual contacts took place, he
observed very private behavior without inform-
ing subjects. When Piliavin and colleagues
(1969) had people collapse on subways to study
helping behavior, those in the subway car had
the privacy of their ride violated. People have
been studied in public places (e.g., in waiting
rooms, walking down the street, in classrooms,
etc.), but some “public” places are more private
than others (consider, for example, the use of
periscopes to observe people who thought they
were alone in a public toilet stall).

Eavesdropping on conversations and ob-
serving people in quasi-private areas raises ethi-
cal concerns. To be ethical, a researcher violates
privacy only to the minimum degree necessary
and only for legitimate research purposes. In ad-
dition, he or she takes steps to protect the infor-
mation on participants from public disclosure.

Anonymity. Researchers protect privacy by
not disclosing a participant’s identity after in-
formation is gathered. This takes two forms,
both of which require separating an individual’s
identity from his or her responses: anonymity
and confidentiality. Anonymity means that peo-
ple remain anonymous or nameless. For exam-
ple, a field researcher provides a social picture of
a particular individual, but gives a fictitious
name and location, and alters some characteris-
tics. The subject’s identity is protected, and the
individual remains unknown or anonymous.
Survey and experimental researchers discard the
names or addresses of subjects as soon as possi-
ble and refer to participants by a code number
only to protect anonymity. If a researcher uses a
mail survey and includes a code on the ques-
tionnaire to determine which respondents failed
to respond, he or she is not keeping respondents
anonymous during that phase of the study. In
panel studies, researchers track the same indi-
viduals over time, so they do not uphold partic-
ipant anonymity within the study. Likewise,
historical researchers use specific names in his-
torical or documentary research. They may do
so if the original information was from public
sources; if the sources were not publicly avail-
able, a researcher must obtain written permis-
sion from the owner of the documents to use
specific names.

It is difficult to protect research participant
anonymity. In one study about a fictitious town,
“Springdale,” in Small Town in Mass Society
(Vidich and Bensman, 1968), it was easy to iden-
tify the town and specific individuals in it. Town
residents became upset about how the re-
searchers portrayed them and staged a parade
mocking the researchers. People often recognize
the towns studied in community research. Yet, if
a researcher protects the identities of individuals
with fictitious information, the gap between
what was studied and what is reported to others
raises questions about what was found and what
was made up. A researcher may breach a promise
of anonymity unknowingly in small samples. For
example, let us say you conduct a survey of 100



college students and ask many questions on a
questionnaire, including age, sex, religion, and
hometown. The sample contains one 22-year-old
Jewish male born in Stratford, Ontario. With this
information, you could find out who the specific
individual is and how he answered very personal
questions, even though his name was not directly
recorded on the questionnaire.

Confidentiality. Even if a researcher cannot
protect anonymity, he or she always should pro-
tect participant confidentiality. Anonymity
means protecting the identity of specific individ-
uals from being known. Confidentiality can
include information with participant names at-
tached, but the researcher holds it in confidence
or keeps it secret from public disclosure. The re-
searcher releases data in a way that does not per-
mit linking specific individuals to responses and
presents it publicly only in an aggregate form
(e.g., as percentages, statistical means, etc.).

A researcher can provide anonymity with-
out confidentiality, or vice versa, although they
usually go together. Anonymity without confi-
dentiality occurs if all the details about a specific
individual are made public, but the individual’s
name is withheld. Confidentiality without
anonymity occurs if detailed information is not
made public, but a researcher privately links in-
dividual names to specific responses.

Attempts to protect the identity of subjects
from public disclosure has resulted in elaborate
procedures: eliciting anonymous responses, us-
ing a third-party custodian who holds the key to
coded lists, or using the random-response tech-
nique. Past abuses suggest that such measures
may be necessary. For example, Diener and
Crandall (1978:70) reported that during the
1950s, the U.S. State Department and the FBI re-
quested research records on individuals who had
been involved in the famous Kinsey sex study.
The Kinsey Sex Institute refused to comply with
the government. The institute threatened to de-
stroy all records rather than release any. Eventu-
ally, the government agencies backed down. The
moral duty and ethical code of the researchers

obligated them to destroy the records rather
than give them to government officials.

Confidentiality can sometimes protect re-
search participants from legal or physical harm.
In a study of illegal drug users in rural Ohio,
Draus and associates (2005) took great care to
protect the research participants. They con-
ducted interviews in large multiuse buildings,
avoided references to illegal drugs in written
documents, did not mention of names of drug
dealers and locations, and did not affiliate with
drug rehabilitation services, which had ties to
law enforcement. They noted, “We intentionally
avoided contact with local police, prosecutors,
or parole officers” and “surveillance of the pro-
ject by local law enforcement was a source of
concern” (p. 169). In other situations, other
principles may take precedence over protecting
research participant confidentiality. For exam-
ple, when studying patients in a mental hospital,
a researcher discovers that a patient is preparing
to kill an attendant. The researcher must weigh
the benefit of confidentiality against the poten-
tial harm to the attendant.

Social researchers can pay high personal
costs for being ethical. Although he was never
accused or convicted of breaking any law and he
closely followed the ethical principles of the
American Sociological Association, Professor
Rik Scarce spent 16 weeks in a Spokane jail for
contempt of court because he refused to testify
before a grand jury and break the confidentiality
of social research data. Scarce had been studying
radical animal liberation groups and had already
published one book on the subject. He had in-
terviewed a research participant who was sus-
pected of leading a group that broke into animal
facilities and caused $150,000 damage. Two
judges refused to acknowledge the confidential-
ity of social research data.?

A special concern with anonymity and con-
fidentiality arises when a researcher studies
“captive” populations (e.g., students, prisoners,
employees, patients, and soldiers). Gatekeepers,
or those in positions of authority, may restrict
access unless they receive information on sub-
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jects.? For example, a researcher studies drug use
and sexual activity among high school students.
School authorities agree to cooperate under two
conditions: (1) students need parental permis-
sion to participate and (2) school officials get the
names of all drug users and sexually active stu-
dents in order to assist the students with coun-
seling and to inform the students’ parents. An
ethical researcher will refuse to continue rather
than meet the second condition. Even though
the officials claim to have the participants’ best
interests in mind, the privacy of participants will
be violated and they could be in legal harm as a
result of disclosure. If the school officials really
want to assist the students and not use re-
searchers as spies, they could develop an out-
reach program of their own.

Mandated Protections of Research
Participants

Many governments have regulations and laws to
protect research participants and their rights. In
the United States, legal restraint is found in rules
and regulations issued by the U.S. Department
of Health and Human Services Office for the
Protection from Research Risks. Although this is
only one federal agency, most researchers and
other government agencies look to it for guid-
ance. The National Research Act (1974) estab-
lished the National Commission for the
Protection of Human Subjects in Biomedical
and Behavioral Research, which significantly ex-
panded regulations and required informed con-
sent in most social research. The responsibility
for safeguarding ethical standards was assigned
to research institutes and universities. The De-
partment of Health and Human Services issued
regulations in 1981, which are still in force. Fed-
eral regulations follow a biomedical model and
protect subjects from physical harm. Other rules
require institutional review boards (IRBs) at all
research institutes, colleges, and universities to
review all use of human subjects. An IRB is a
committee of researchers and community mem-
bers that oversees, monitors, and reviews the im-

pact of research procedures on human partici-
pants and applies ethical guidelines by reviewing
research procedures at a preliminary stage when
first proposed. Some forms of research, educa-
tional tests, normal educational practice, most
nonsensitive surveys, most observation of public
behavior, and studies of existing data in which
individuals cannot be identified are exempt
from institutional review boards.

ETHICS AND THE SCIENTIFIC
COMMUNITY

Physicians, attorneys, family counselors, social
workers, and other professionals have a code of
ethics and peer review boards or licensing regu-
lations. The codes formalize professional stan-
dards and provide guidance when questions
arise in practice. Social researchers do not pro-
vide a service for a fee, they receive limited ethi-
cal training, and rarely are they licensed. They
incorporate ethical concerns into research be-
cause it is morally and socially responsible, and
to protect social research from charges of insen-
sitivity or abusing people. Professional social sci-
ence associations have codes of ethics that
identify proper and improper behavior. They
represent a consensus of professionals on ethics.
All researchers may not agree on all ethical is-
sues, and ethical rules are subject to interpreta-
tion, but researchers are expected to uphold
ethical standards as part of their membership in
a professional community.

Codes of research ethics can be traced to the
Nuremberg code adopted during the Nurem-
berg Military Tribunal on Nazi war crimes held
by the Allied Powers immediately after World
War II. The code, developed as a response to the
cruelty of concentration camp experiments, out-
lines ethical principles and rights of human sub-
jects. These include the following:

m The principle of voluntary consent
m Avoidance of unnecessary physical and
mental suffering
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m Avoidance of any experiment where death
or disabling injury is likely

m Termination of research if its continuation
is likely to cause injury, disability, or death

m The principle that experiments should be
conducted by highly qualified people using
the highest levels of skill and care

m The principle that the results should be for
the good of society and unattainable by any
other method

The principles in the Nuremberg code dealt
with the treatment of human subjects and fo-
cused on medical experimentation, but they be-
came the basis for the ethical codes in social
research. Similar codes of human rights, such as
the 1948 Universal Declaration of Human
Rights by the United Nations and the 1964 Dec-
laration of Helsinki, also have implications for
social researchers. Box 3.3 lists some of the basic
principles of ethical social research.

Professional social science associations have
committees that review codes of ethics and hear
about possible violations, but there is no formal
policing of the codes. The penalty for a minor vi-
olation rarely goes beyond a letter of complaint.
If laws have not been violated, the most extreme
penalty is the negative publicity surrounding a
well-documented and serious ethical violation.
The publicity may result in the loss of employ-
ment, a refusal to publish the researcher’s find-
ings in scholarly journals, and a prohibition from
receiving funding for research—in other words,
banishment from the community of professional
researchers.

Codes of ethics do more than codify think-
ing and provide individual researchers with
guidance; they also help universities and other
institutions defend ethical research against
abuses. For example, after interviewing 24 staff
members and conducting observations, a re-
searcher in 1994 documented that the staff at the
Milwaukee Public Defenders Office were seri-
ously overworked and could not effectively pro-
vide legal defense for poor people. Learning of
the findings, top officials at the office contacted

Basic Principles of Ethical
Social Research

Box

3.3

m Ethical responsibility rests with the individual re-
searcher.

m Do not exploit subjects or students for personal
gain.

m Some form of informed consent is highly recom-
mended or required.

®m Honor all guarantees of privacy, confidentiality,
and anonymity.

m Do not coerce or humiliate subjects.

m Use deception only if needed, and always accom-
pany it with debriefing.

m Use the research method that is appropriate to a
topic.

B Detect and remove undesirable consequences to
research subjects.

B Anticipate repercussions of the research or publi-
cation of results.

m Identify the sponsor who funded the research.

m Cooperate with host nations when doing compar-
ative research.

B Release the details of the study design with the
results.

B Make interpretations of results consistent with
the data.

B Use high methodological standards and strive for
accuracy.

B Do not conduct secret research.

the university and demanded to know who on
their staff had talked to the researcher, with im-
plications that there might be reprisals. The uni-
versity administration defended the researcher
and refused to release the information, citing
widely accepted codes that protect human re-
search participants.'?
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ETHICS AND THE SPONSORS OF
RESEARCH

Whistle-Blowing

You might find a job where you do research for
a sponsor—an employer, a government agency,
or a private firm that contracts with a researcher
to conduct research. Special ethical problems
arise when a sponsor pays for research, especially
applied research. Researchers may be asked to
compromise ethical or professional research
standards as a condition for receiving a contract
or for continued employment. Researchers need
to set ethical boundaries beyond which they will
refuse the sponsor’s demands. When confronted
with an illegitimate demand from a sponsor, a
researcher has three basic choices: loyalty to an
organization or larger group, exiting from the
situation, or voicing opposition.!! These present
themselves as caving in to the sponsor, quitting,
or becoming a whistle-blower. The researcher
must choose his or her own course of action, but
it is best to consider ethical issues early in a rela-
tionship with a sponsor and to express concerns
up front. Whistle-blowing involves the researcher
who sees an ethical wrongdoing, and who can-
not stop it after informing superiors and ex-
hausting internal avenues to resolve the issue.
He or she then turns to outsiders and informs an
external audience, agency, or the media. The
whistle-blowing researcher must be convinced
that the breach of ethics is serious and approved
of in the organization. It is risky. The outsiders
may or may not be interested in the problem or
able to help. Outsiders often have their own pri-
orities (making an organization look bad, sensa-
tionalizing the problem, etc.) that differ from the
researcher’s primary concern (ending the uneth-
ical behavior). Supervisors or managers may try
to discredit or punish anyone who exposes prob-
lems and acts disloyal. Under the best of condi-
tions, the issue may take a long time to resolve
and create great emotional strain. By doing what
is moral, a whistle-blower needs to be prepared
to make sacrifices—loss of a job or no promo-

tions, lowered pay, an undesirable transfer,
abandonment by friends at work, or incurring
legal costs. There is no guarantee that doing the
ethical-moral thing will stop the unethical be-
havior or protect the honest researcher from
retaliation.

Applied social researchers in sponsored re-
search settings need to think seriously about
their professional roles. They may want to main-
tain some independence from an employer and
affirm their membership in a community of
dedicated professionals. Many find a defense
against sponsor pressures by participating in
professional organizations (e.g., the Evaluation
Research Society), maintaining regular contacts
with researchers outside the sponsoring organi-
zation, and staying current with the best re-
search practices. The researcher least likely to
uphold ethical standards in a sponsored setting
is someone who is isolated and professionally in-
secure. Whatever the situation, unethical behav-
jor is never justified by the argument that “If I
didn’t do it, someone else would have.”

Arriving at Particular Findings

What should you do if a sponsor tells you, di-
rectly or indirectly, what results you should
come up with before you do a study? An ethical
researcher will refuse to participate if he or she is
told to arrive at specific results as a precondition
for doing research. Legitimate research is con-
ducted without restrictions on the possible find-
ings that a study might yield.

An example of pressure to arrive at particu-
lar findings is in the area of educational testing.
Standardized tests to measure achievement by
U.S. school children have come under criticism.
For example, children in about 90 percent of
school districts in the United States score “above
average” on such tests. This was called the Lake
Wobegon effect after the mythical town of Lake
Wobegon, where, according to radio show host
Garrison Keillor, “all the children are above av-
erage.” The main reason for this finding was that
the researchers compared scores of current stu-
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dents with those of students many years ago.
Many teachers, school principals, superinten-
dents, and school boards pressured for a type of
result that would allow them to report to par-
ents and voters that their school district was
“above average.”!?

Limits on How to Conduct Studies. Is it ethi-
cally acceptable for a sponsor to limit research by
defining what a researcher can study or by limit-
ing the techniques used? Sponsors can legiti-
mately set some conditions on research
techniques used (e.g., survey versus experiment)
and limit costs for research, However, the re-
searcher must follow generally accepted research
methods. Researchers must give a realistic ap-
praisal of what can be accomplished for a given
level of funding. The issue of limits is common
in contract research, when a firm or government
agency asks for work on a particular research
project. There is often a tradeoff between quality
and cost. Plus, once the research begins, a re-
searcher may need to redesign the project, or
costs may be higher. The contract procedure
makes midstream changes difficult. A researcher
may find that he or she is forced by the contract
to use research procedures or methods that are
less than ideal. The researcher then confronts a
dilemma: complete the contract and do low-
quality research, or fail to fulfill the contract and
lose money and future jobs.

A researcher should refuse to continue a
study if he or she cannot uphold generally ac-
cepted standards of research. If a sponsor de-
mands a biased sample or leading survey
questions, the ethical researcher should refuse to
cooperate. If a legitimate study shows a spon-
sor’s pet idea or project to be disaster, a re-
searcher may anticipate the end of employment
or pressure to violate professional research stan-
dards. In the long run, the sponsor, the re-
searcher, the scientific community, and society
in general are harmed by the violation of sound
research practice. The researcher has to decide
whether he or she is a “hired hand” who always

gives the sponsors whatever they want, even if it
is ethically wrong, or a professional who is oblig-
ated to teach, guide, or even oppose sponsors in
the service of higher moral principles.

A researcher should ask: Why would spon-
sors want the social research conducted if they
are not interested in using the findings or in the
truth? The answer is that some sponsors are not
interested in the truth and have no respect for
the scientific process. They see social research
only as “a cover” to legitimate a decision or prac-
tice that they plan to carry out, but use research
to justify their action or deflect criticism. They
abuse the researcher’s professional status and
undermine integrity of science to advance their
own narrow goals. They are being deceitful by
trying to “cash in” on social research’s reputa-
tion for honesty. When such a situation occurs,
an ethical researcher has a moral responsibility
to expose and stop the abuse.

Suppressing Findings

What happens if you conduct a study and the
findings make the sponsor look bad, then the
sponsor does not want to release the results?
This is a common situation for many applied re-
searchers. For example, a sociologist conducted
a study for a state government lottery commis-
sion on the effects of state government-spon-
sored gambling. After she completed the report,
but before releasing it to the public, the commis-
sion asked her to remove sections that outlined
the many negative social effects of gambling and
to eliminate her recommendations to create so-
cial services to help the anticipated increase of
compulsive gamblers. The researcher found her-
self in a difficult position and faced two conflict-
ing values: do what the sponsor requested and
paid for, or reveal the truth to the public but
then suffer the consequences?!3

Government agencies may suppress scien-
tific information that contradicts official policy
or embarrasses high officials. Retaliation against
social researchers employed by government
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agencies who make the information public also
occurs. In 2004, leading scientists, Nobel laure-
ates, leading medical experts, former federal
agency directors, and university chairs and pres-
idents signed a statement voicing concern over
the misuse of science by the George W. Bush ad-
ministration. Major accusations included su-
pressing research findings and stacking scientific
advisory committees with ideologically commit-
ted advocates rather than impartial scientists.
Other complaints included limiting the public
release studies on auto-saftey data, negative data
about pharmaceuticals, and studies on pollu-
tion. These involved industries that were major
political campaign supporters of the administra-
tion. Additional criticisms appeared over re-
moving a government fact sheet citing studies
that showed no relationship between abortions
and breast cancer, removing study results about
positive effects of condom use in pregnancy pre-
vention, holding back information on positive
aspects of stem cell research, and requiring re-
searchers to revise their study findings on dan-
gers of arctic oil drilling and endangered species
so they would conform to the administration’s
political agenda. An independent 2005 survey of
460 biologists who worked for Fisheries Service
found that about one-third said they were di-
rected to suppress findings for nonscientific rea-
sons or to inappropriately exclude or alter
technical information from an official scientific
document. In June 2005, it was discovered that a
political appointee without scientific training
who had previously been an oil industry lobbyist
was charged with editing official government re-
ports to play down the research findings that
documented linkages between such emissions
and global warming.!4

In sponsored research, a researcher can ne-
gotiate conditions for releasing findings prior to
beginning the study and sign a contract to that
effect. It may be unwise to conduct the study
without such a guarantee, although competing
researchers who have fewer ethical scruples may
do so. Alternatively, a researcher can accept the

sponsor’s criticism and hostility and release the
findings over the sponsor’s objections. Most re-
searchers prefer the first choice, since the second
one may scare away future sponsors.

Social researchers sometimes self-censor or
delay the release of findings. They do this to pro-
tect the identity of informants, to maintain ac-
cess to a research site, to hold on to their jobs, or
to protect the personal safety of themselves or
family members.!> This is a less disturbing type
of censorship because it is not imposed by an
outside power. It is done by someone who is
close to the research and who is knowledgeable
about possible consequences. Researchers shoul-
der the ultimate responsibility for their research.
Often, they can draw on many different re-
sources but they face many competing pressures,
as well.

Concealing the True Sponsor

Is it ethical to keep the identity of a sponsor se-
cret? For example, an abortion clinic funds a
study on members of religious groups who op-
pose abortion, but it tells the researcher not to
reveal to participants who is funding the study.
The researcher must balance the ethical rule that
it is usually best to reveal a sponsor’s identity to
participants against both the sponsor’s desire for
confidentiality and reduced cooperation by par-
ticipants in the study. In general, an ethical re-
searcher will tell subjects who is sponsoring a
study unless there is a strong methodological
reason for not doing so. When reporting or pub-
lishing results, the ethical mandate is very clear:
A researcher must always reveal the sponsor who
provides funds for a study.

POLITICS OF RESEARCH

Ethics largely address moral concerns and stan-
dards of professional conduct in research that
are under the researcher’s control. Political con-
cerns also affect social research, but many are be-
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yond the control of researchers. The politics of
research usually involve actions by organized ad-
vocacy groups, powerful interests in society,
governments, or politicians trying to restrict or
control the direction of social research. Histori-
cally, the political influence over social research
has included preventing researchers from con-
ducting a study, cutting off or redirecting funds
for research, harassing individual researchers,
censoring the release of research findings, and
using social research as a cover or guise for
covert government intelligence/military actions.
For example, U.S. Congress members targeted
and eliminated funding for research projects
that independent panels of scientists recom-
mended because Congress did not like the topics
that would be studied, and politically appointed
officials shifted research funds to support more
studies on topics consistent with their political
views while ending support for studies on topics
that might contradict their views. A large com-
pany threatened an individual researcher with a
lawsuit for delivering expert testimony in public
about research findings that revealed its past bad
conduct. Until about a decade ago, social re-
searchers who appeared to be independent were
actually conducting covert U.S. government in-
telligence activities.!®

Most uses of political or financial influence
to control social research share a desire to limit
knowledge creation or restrict the autonomous
scientific investigation of controversial topics.
Attempts at control seem motivated by a fear
that researchers might discover something dam-
aging if they have freedom of inquiry. This
shows that free scientific inquiry is connected to
fundamental political ideals of open public de-
bate, democracy, and freedom of expression.

The attempts to block and steer social re-
search have three main reasons. First, some peo-
ple defend or advance positions and knowledge
that originate in deeply held ideological, politi-
cal, or religious beliefs, and fear that social re-
searchers might produce knowledge that
contradicts them. Second, powerful interests

want to protect or advance their political-
financial position, and fear social researchers
might yield findings showing that their actions
are harmful to the public or some sectors of
society. And third, some people in society do not
respect the ideals of science to pursue truth/
knowledge and instead view scientific research
only as cover for advancing private interests (see
Box 3.4).

VALUE-FREE AND OBJECTIVE
RESEARCH

You have undoubtedly heard about “value-free”
research and the importance of being “objec-
tive” in research. This is not as simple at it might
first appear for several reasons. First, there are
different meanings of the terms value free and
objective. Second, different approaches to social
science (positivism, interpretative, critical) hold
different views on the issue. And last, even re-
searchers who agree that social research should
be value free and objective do not believe that it
needs to be totally devoid of all values.

There are two basic ways the term value free
is used: research that is free from any prior as-
sumptions, theoretical stand, or value position,
and research that is conducted free of influence
from an individual researcher’s personal preju-
dices/beliefs. Likewise, objective can mean focus-
ing only on what is external or visible, or it can
mean following clear and publicly accepted re-
search procedures and not haphazard, personal
ones.

The three approaches to social science that
you read about in Chapter 2 hold different posi-
tions on the importance of value-free, objective
research. Positivism puts a high value on such
research. An interpretive approach seriously
questions whether it is possible, since human
values/beliefs pervade all aspects of human ac-
tivities, including research. Instead of eliminat-
ing values and subjective dimension, it suggests a
relativist stance—no single value position is bet-
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Box

! 3.4

Michael Burawoy (2004, 2005) distinguished
among four ideal types of social research: policy, pro-
fessional, critical, and public. The aim of public soci-
ology (or social science, more generally) is to enrich
public debate over moral and political issues by in-
fusing such debate with social theory and research.
Public sociology frequently overlaps with action-ori-
ented research. Burawoy argued that the place of so-
cial research in society centers on how one answers
two questions: Knowledge for whom? and Knowl-
edge for what? The first question focuses on the
sources of research questions and how results are
used. The second question looks at the source of re-
search goals. Are they handed down by some exter-
nal sponsor or agency or are they concerned with
debates over larger societal political-moral issues?
Public social science tries to generate a conversation
or debate between researchers and public. By con-
strast, policy social science focuses on finding solu-
tions to specific problems as defined by sponsors or

What Is Public Sociology?

clients. Both rely on professional social science for
theories, bodies of knowledge, and techniques for
gathering and analyzing data. Critical social science,
as was discussed in Chapter 2, emphasizes demysti-
fying and raising questioning about basic conditions.

The primary audience for professional and critical
social science are members of the scientific commu-
nity, whereas the main audience for public and policy
research are nonexperts and practitioners. Both crit-
ical and public social science seek to infuse a moral,
value dimension into social research and they try to
generate debates over moral-political values. Profes-
sional and policy social science are less concerned
about debates over moral or value issues and may
avoid them. Instead, their focus is more on being ef-
fective in providing advances to basic knowledge or
specific solutions to practical problems. Both public
and policy social science are applied research and
have a relevance beyond the community of scientific
researchers.

ter than any other. A critical approach also ques-
tions value-free research, but sees it often as a
sham.

Value free means free of everyone’s values
except those of science, and objective means fol-
lowing established rules or procedures that some
people created, without considering who they
represent and how they created the rules. In
other words, a critical approach sees all research
as containing some values, so those who claim to
be value free are just hiding theirs. Those who
follow an interpretive and critical approach and
reject value-free research do not embrace sloppy
and haphazard research, research procedures
that follow a particular researcher’s whims, or a
study that has a foregone conclusion and auto-
matically supports a specific value position.
They believe that a researcher should make his

or her own value position explicit, reflect care-
fully on reasons for doing a study and the proce-
dures used, and communicate in a candid, clear
manner exactly how the study was conducted. In
this way, other researchers see the role of a re-
searcher’s values and judge for themselves
whether the values unfairly influenced a study’s
findings.

Even highly positivist researchers who ad-
vocate value-free and objective studies admit a
limited place for some personal, moral values.
Many hold that a researcher’s personal, moral
position can enter when it comes to deciding
what topic to study and how to disseminate
findings. Being value free and objective only
refers to actually conducting the study. This
means that you can study the issues you believe
to be important and after completing a study
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you can share the results with specific interest
groups in addition to making them available to
the scientific community.

CONCLUSION

In Chapter 1, we discussed the distinctive con-
tribution of science to society and how social re-
search is a source of knowledge about the social
world. The perspectives and techniques of social
research can be powerful tools for understand-
ing the world. Nevertheless, with that power to
discover comes responsibility—a responsibility
to yourself, a responsibility to your sponsors, a
responsibility to the community of scientific re-
searchers, and a responsibility to the larger soci-
ety. These responsibilities can conflict with each
other. Ultimately, you personally must decide to
conduct research in an ethical manner, to up-
hold and defend the principles of the social sci-
ence approach you adopt, and to demand ethical
conduct by others, The truthfulness of knowl-
edge produced by social research and its use or
misuse depends on individual researchers like
you, reflecting on their actions and on the seri-
ous role of social research in society. In the next
chapter, we examine basic design approaches
and issues that appear in both qualitative and
quantitative research.
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INTRODUCTION

In the past three chapters, you have learned
about the main principles and types of social re-
search, discovered how researchers use theory in
a study, and examined the place of ethics in so-
cial research. You are now ready to get into the
specifics of how to go about designing a study.
Recall from Chapter 1 that a researcher usually
begins with a general topic, then narrows the
topic down into a specific research question, and
then makes decisions about the specifics of de-
signing a study that will address the research
question.

Where do topics for study come from? They
come from many sources: previous studies, tele-
vision or film, personal experiences, discussions
with friends and family, or something you read
about in a book, magazine, or newspaper. A
topic often begins as something that arouses
your curiosity, about which you hold deep com-
mitments or strong feelings, or that you believe
is really wrong and want to change. To apply so-
cial research, a topic must be about social pat-
terns that operate in aggregates and be
empirically measurable or observable. This rules
out topics about one unique situation (e.g., why
your boy/girlfriend dumped you yesterday, why
your friend’s little sister hates her school
teacher), or one individual case (e.g., your own
family), or something one can never observe,
even indirectly (e.g., unicorns, ghosts with su-
pernatural powers, etc.). This may rule out some
interesting topics, but many tens of thousands
remain to be investigated.

How you proceed differs slightly depending
on whether you adopt an inductive or a deduc-
tive approach. Compared to an inductive
researcher, those who choose a deductive ap-
proach and gather quantitative data will devote
much more time to specifying the research ques-
tion very precisely and planning many details of
a study in advance. It will take you a while to de-
velop the judgment skills for deciding whether it
might be better to conduct a more deductive-
quantitative or an inductive-qualitative study to

address a topic and research question. Three
things can help you learn what is the most effec-
tive type of study to pursue for a question:

1. Reading studies that others have conducted
on a topic

2. Grasping issues that operate in qualitative
and quantitative approaches to research

3. Understanding how to use various research
techniques as well as their strengths and
limitations

This chapter introduces you to the first two
of these, whereas many of the remaining chap-
ters of the book discuss the third item in the list.

- — ——

LITERATURE REVIEW

Reading the “literature,” or the collection of
studies already published on a topic, serves sev-
eral very important functions. First, it helps you
narrow down a broad topic by showing you how
others conducted their studies. The studies by
others give you a model of how narrowly fo-
cused a research question should be, what kinds
of study designs others have used, and how to
measure variables or analyze data. Second, it in-
forms you about the “state of knowledge” on a
topic. From the studies by others, you can learn
the key ideas, terms, and issues that surround a
topic. You should consider replicating, testing,
or extending what others already found. Third,
the literature often stimulates your creativity and
curiosity. Last, even if you never get to conduct
or publish your own research study, a published
study offers you an example of what the final re-
port on a study looks like, its major parts, its
form, and its style of writing. Another reason is
more practical. Just as attentively reading a lot of
top-quality writing can help you improve your
own writing skills, reading many reports of
good-quality social research enables you to grasp
better the elements that go into conducting a re-
search study.

It is best to be organized and not haphazard
as you locate and read the scholarly or academic
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literature on a topic and associated research
questions. Also, it is wise to plan to prepare a
written literature review. There are many spe-
cialized types of reviews, but in general a
literature review is a carefully crafied summary
of the recent studies conducted on a topic that
includes key findings and methods researchers
used while making sure to document the
sources. For most purposes, you must first lo-
cate the relevant studies; next, read thoroughly
to discover the major findings, central issues,
and methods of the studies, and take conscien-
tious notes on what you read. While the reading
s still fresh in your mind and with the notes in
front of you, you need to organize what you have
learned and write clearly about the studies in a
way that builds a context around a specific re-
search question that is of interest to you.

A literature review is based on the assump-
tion that knowledge accumulates and that peo-
ple learn from and build on what others have
done. Scientific research is a collective effort of
many researchers who share their results with
one another and who pursue knowledge as a
community. Although some studies may be es-
pecially important and individual researchers
may become famous, a specific research project
is just a tiny part of the overall process of creat-
ing knowledge. Today’s studies build on those of
yesterday. Researchers read studies to compare,
replicate, or criticize them for weaknesses.

Reviews vary in scope and depth. Different
kinds of reviews are stronger at fulfilling one or
another of four goals (see Box 4.1). It may take a
researcher over a year to complete an extensive
professional summary review of all the literature
on a broad question. The same researcher might
complete a highly focused review in a very special-
ized area in a few weeks. When beginning a review,
a researcher decides on a topic, how much depth
to go into, and the kind of review to conduct.

Where to Find Research Literature

Researchers present reports of their research
projects in several written forms: periodicals,

B "
Bl Coals of a Literature Review

4.1

1. To demonstrate a familiarity with a body of know!-
edge and establish credibility. A review tells a
reader that the researcher knows the research in
an area and knows the major issues. A good re-
view increases a reader’s confidence in the re-
searcher’s professional competence, ability, and
background.

2. To show the path of prior research and how a cur-
rent project is linked to it. A review outlines the di-
rection of research on a question and shows the
development of knowledge. A good review
places a research project in a context and
demonstrates its relevance by making connec-
tions to a body of knowledge.

3. To integrate and summarize what is known in an
area. A review pulls together and synthesizes
different results. A good review points out areas
where prior studies agree, where they disagree,
and where major questions remain. It collects
what is known up to a point in time and indicates
the direction for future research.

4. To lear from others and stimulate new ideas. A re-
view tells what others have found so that a re-
searcher can benefit from the efforts of others.
A good review identifies blind alleys and sug-
gests hypotheses for replication. It divulges pro-
cedures, techniques, and research designs worth
copying so that a researcher can better focus
hypotheses and gain new insights.

books, dissertations, government documents, or
policy reports. They also present them as papers
at the meetings of professional societies, but for
the most part, you can find them only in a col-
lege or university library. This section briefly dis-
cusses each type and gives you a simple road
map on how to access them.

Periodicals. You can find the results of social
research in newspapers, in popular magazines,
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on television or radio broadcasts, and in Internet
news summaries, but these are not the full, com-
plete reports of research required to prepare a
literature review. They are selected, condensed
summaries prepared by journalists for a general
audience, and they lack many essential details
needed for a serious evaluation of the study.
Textbooks and encyclopedias also present con-
densed summaries as introductions to readers
who are new to a topic, but, again, these are in-
adequate for preparing a literature review be-
cause many essential details about the study are
absent.

It is easy for someone preparing a first liter-
ature review to be confused about the many
types of periodicals. With skill, you will be able
to distinguish among (1) mass market newspa-
pers and magazines written for the general pub-
lic, (2) popularized social science magazines, (3)
opinion magazines in which intellectuals debate
and express their views, and (4) scholarly acade-
mic journals in which researchers present the
findings of studies or provide other communi-
cation to the scientific community. Peer-re-
viewed empirical research findings appear in a
complete form only in the last type of publica-
tion, although articles in the other types occa-
sionally talk about findings published elsewhere.

Mass market publications (e.g., McCleans,
Time, Newsweek, Economist, The Nation, Ameri-
can Spectator, and Atlantic Monthly) are sold at
newsstands and designed to provide the general
public with news, opinion, and entertainment.
A researcher might occasionally use them as a
source on current events, but they do not pro-
vide full reports of research studies in the form
needed to prepare a literature review.

Popularized social science magazines and
professional publications (e.g., Society and
Psychology Today) are sometimes peer reviewed.
Their purpose is to provide the interested, edu-
cated lay public a simplified version of findings
or a commentary, but not to be an outlet for
original research findings. At best, popularized
social science magazines can supplement to
other sources in a literature review.

It is harder to recognize serious opinion
magazines (e.g., American Prospect, Commen-
tary, Dissent, and Public Interest). Larger book-
stores in major cities sell them. Leading scholars
often write articles for opinion magazines about
topics on which they may also conduct empirical
research (e.g., welfare reform, prison expansion,
voter turnout). They differ in purpose, look, and
scope from scholarly journals of social science
research findings. The publications are an arena
where intellectuals debate current issues, not
where researchers present findings of their stud-
ies to the broader scientific community.

Scholarly Journals. The primary type of period-
ical to use for a literature review is the scholarly
journal filled with peer-reviewed reports of re-
search (e.g., American Sociological Review, Social
Problems, American Journal of Sociology, Crimi-
nology, and Social Science Quarterly). One rarely
finds them outside of college and university li-
braries. Recall from Chapter 1 that researchers
disseminate findings of new studies in scholarly
journals.

Some scholarly journals are specialized. In-
stead of reports of research studies, they have
only book reviews that provide commentary and
evaluations on a book (e.g., Contemporary Soci-
ology), or they contain only literature review es-
says (e.g., Annual Review of Sociology, Annual
Review of Psychology, and Annual Review of An-
thropology) in which researchers give a “state of
the field” essay for others. Publications that spe-
cialize in literature reviews can be helpful if an
article was recently published on a specific topic
of interest. Many other scholarly journals have a
mix of articles that are literature reviews, books
reviews, reports on research studies, and theo-
retical essays.

No simple solution or “seal of approval”
distinguishes scholarly journals, the kind of pub-
lications on which to build a serious literature
review from other periodicals, or instantly dis-
tinguishes the report on a research study from
other types of articles. One needs to develop
judgment or ask experienced researchers or pro-
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fessional librarians. Nonetheless, distinguishing
among types of publications is essential to build
on a body of research. One of the best ways to
learn to distinguish among types of publications
is to read many articles in scholarly journals.

The number of journals varies by field. Psy-
chology has over 400 journals, whereas sociol-
ogy has about 250 scholarly journals, political
science and communication have slightly fewer
than sociology, anthropology-archaeology and
social work have about 100, urban studies and
women studies have about 50, and there are
about a dozen journals in criminology. Each
publishes from a few dozen to over 100 articlesa
year.

Many, but not all, scholarly journals may be
viewed via the Internet. Usually, this is limited to
selected years and to libraries that paid special
subscription fees. A few Internet services provide
full, exact copies of scholarly journal articles
over the Internet. For example, JSTOR provides
exact copies, but only for a small number of
scholarly journals and only for past years. Other
Internet services, such as EBSCO HOST, offer a
full-text version of recent articles for a limited
number of scholarly journals, but they are not in
the same format as a print version of an article.
This can make it impossible to find a specific
page number or see an exact copy of a chart. Itis
best to visit the library and see what a full-print
version of the scholarly article looks like. An
added benefit is that it makes it easy for you to
browse the Table of Contents of the journals.
Browsing can be very useful for generating new
ideas for research topics, seeing an established
topic in creative ways, or learning how to expand
an idea into new areas. Only a tiny handful of
new Internet-only scholarly journals, called e-
journals, present peer-reviewed research studies
(e.g., Sociological Research Online, Current Re-
search in Social Psychology, and Journal of World
Systems Research). Eventually, the Internet for-
mat may replace print versions. But for now, 99
percent of scholarly journals are available in
print form and about one-third of these are also
available in a full-text version over the Internet

and only then if a library pays for a special on-
line subscription service.

Once you locate a scholarly journal that re-
ports on social science research studies, you need
to make sure that a particular article presents the
results of a study, since the journal may have
other types of articles. It is easier to identify
quantitative studies because they usually have a
methods or data section and charts, statistical
formulas, and tables of numbers. Qualitative re-
search articles are more difficult to identify, and
many students confuse them with theoretical es-
says, literature review articles, idea-discussion *
essays, policy recommendations, book reviews,
and legal case analyses. To distinguish among
these types requires a good grasp of the varieties
of research as well as experience in reading many
articles.

Your college library has a section for schol-
arly journals and magazines, or, in some cases,
they may be mixed with books. Look at a map of
library facilities or ask a librarian to find this sec-
tion. The most recent issues, which look like thin
paperbacks or thick magazines, are often physi-
cally separate in a “current periodicals” section.
This is done to store them temporarily and make
them available until the library receives all the is-
sues of a volume. Most often, libraries bind all is-
sues of a volume together as a book before
adding them to their permanent collections.

Scholarly journals from many different
fields are placed together with popular maga-
zines. All are periodicals, or serials in the jargon
of librarians. Thus, you will find popular maga-
zines (e.g., Time, Road and Track, Cosmopolitan,
and Atlantic Monthly) next to journals for as-
tronomy, chemistry, mathematics, literature,
and philosophy as well as sociology, psychology,
social work, and education. Some fields have
more scholarly journals than others. The “pure”
academic fields usually have more than the “ap-
plied” or practical fields such as marketing or so-
cial work. The journals are listed by title in a card
catalog or a computerized catalog system. Li-
braries can provide you with a list of the period-
icals to which they subscribe.
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Scholarly journals are published as rarely as
once a year or as frequently as weekly. Most ap-
pear four to six times a year. For example,
Sociological Quarterly appears four times a year.
To assist in locating articles, librarians and
scholars have developed a system for tracking
scholarly journals and the articles in them. Each
issue is assigned a date, volume number, and is-
sue number. This information makes it easier to
locate an article. Such information—along with
details such as author, title, and page number—
is called an article’s citation and is used in bibli-
ographies. When a journal is first published, it
begins with volume 1, number 1, and continues
increasing the numbers thereafter. Although
most journals follow a similar system, there are
enough exceptions that you have to pay close at-
tention to citation information. For most jour-
nals, each volume is one year. If you see a journal
issue with volume 52, for example, it probably
means that the journal has been in existence for
52 years. Most, but not all, journals begin their
publishing cycle in January.

Most journals number pages by volume, not
by issue. The first issue of a volume usually be-
gins with page 1, and page numbering continues
throughout the entire volume. For example, the
first page of volume 52, issue 4, may be page 547.
Most journals have an index for each volume
and a table of contents for each issue that lists the
title, the author’s or authors’ names, and the
page on which the article begins. Issues contain
as few as 1 or 2 articles or as many as 50. Most
have 8 to 18 articles, which may be 5 to 50 pages
long. The articles often have abstracts, short
summaries on the first page of the article or
grouped together at the beginning of the issue.

Many libraries do not retain physical, paper
copies of older journals. To save space and costs,
they retain only microfilm versions. There are
hundreds of scholarly journals in most academic
fields, with each costing $50 to $2,500 per year.
Only the large research libraries subscribe to all
of them. You may have to borrow a journal or
photocopy of an article from a distant library
through an interlibrary loan service, a system by

which libraries lend books or materials to other
libraries. Few libraries allow people to check out
recent issues of scholarly journals. You should
plan to use these in the library. Some, not all,
scholarly journals are available via the Internet.

Once you find the periodicals section, wan-
der down the aisles and skim what is on the
shelves. You will see volumes containing many
research reports. Each title of a scholarly journal
has a call number like that of a regular library
book. Libraries often arrange them alphabeti-
cally by title. Because journals change titles, it
may create confusion if the journal is shelved
under its original title.

Citation Formats. An article’s citation is the
key to locating it. Suppose you want to read the
study by Weitzer and Tuch (2005) on percep-
tions of police misconduct discussed in Chapter
2. Its citation is as follows:

Weitzer, Ronald, and Steven Tuch. 2005.
“Racially Biased Policing: Determinants of
Citizen Perceptions.” Social Forces
83:1009-1030.

This tells you that you can find the article in
an issue of Social Forces published in 2005. The
citation does not provide the issue or month, but
it gives the volume number, 83, and the page
numbers, 1009 to 1030,

There are many ways to cite the literature.
Formats for citing literature in the text itself
vary, with the internal citation format of using
an author’s last name and date of publication in
parentheses being very popular. The full citation
appears in a separate bibliography or reference
section. There are many styles for full citations of
journal articles, with books and other types of
works each having a separate style. When citing
articles, it is best to check with an instructor,
journal, or other outlet for the desired format.
Almost all include the names of authors, article
title, journal name, and volume and page num-
bers. Beyond these basic elements, there is great
variety. Some include the authors’ first names,
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others use initials only. Some include all authors,
others give only the first one. Some include in-
formation on the issue or month of publication,
others do not (see Figure 4.1).

Citation formats can get complex. Two ma-
jor reference tools on the topic in social science
are Chicago Manual of Style, which has nearly 80
pages on bibliographies and reference formats,
and American Psychological Association Publica-
tion Manual, which devotes about 60 pages to
the topic. In sociology, the American Sociological
Review style, with 2 pages of style instructions, is
widely followed.

Books. Books communicate many types of in-
formation, provoke thought, and entertain.
There are many types of books: picture books,
textbooks, short story books, novels, popular fic-
tion or nonfiction, religious books, children’s
books, and others. Our concern here is with
those books containing reports of original re-
search or collections of research articles. Li-
braries shelve these books and assign call
numbers to them, as they do with other types of
books. You can find citation information on
them (e.g., title, author, publisher) in the li-
brary’s catalog system.

It is not easy to distinguish a book that re-
ports on research from other books. You are
more likely to find such books in a college or
university library. Some publishers, such as uni-
versity presses, specialize in publishing them.
Nevertheless, there is no guaranteed method for
identifying one without reading it.

Some types of social research are more likely
to appear in book form than others. For exam-
ple, studies by anthropologists and historians are
more likely to appear in book-length reports
than are those of economists or psychologists.
Yet, some anthropological and historical studies
are articles, and some economic and psycholog-
ical studies appear as books. In education, social
work, sociology, and political science, the results
oflong, complex studies may appear both in two
or three articles and in book form. Studies that
involve detailed clinical or ethnographic de-

scriptions and complex theoretical or philo-
sophical discussions usually appear as books. Fi-
nally, an author who wants to communicate to
scholarly peers and to the educated public may
write a book that bridges the scholarly, academic
style and a popular nonfiction style.

Locating original research articles in books
can be difficult because there is no single source
listing them. Three types of books contain col-
lections of articles or research reports. The first is
designed for teaching purposes. Such books,
called readers, may include original research re-
ports. Usually, articles on a topic from scholarly
journals are gathered and edited to be easier for
nonspecialists to read and understand.

The second type of collection is designed for
scholars and may gather journal articles or may
contain original research or theoretical essays on
a specific topic. Some collections contain articles
from journals that are difficult to locate. They
may include original research reports organized
around a specialized topic. The table of contents
lists the titles and authors. Libraries shelve these
collections with other books, and some library
catalog systems include them.

Citations or references to books are shorter
than article citations. They include the author’s
name, book title, year and place of publication,
and publisher’s name.

Dissertations. All graduate students who re-
ceive the Ph.D. degree are required to complete
a work of original research, which they write up
as a dissertation thesis. The dissertation is bound
and shelved in the library of the university that
granted the Ph.D. About half of all dissertations
are eventually published as books or articles. Be-
cause dissertations report on original research,
they can be valuable sources of information.
Some students who receive the master’s degree
conduct original research and write a master’s
thesis, but fewer master’s theses involve serious
research, and they are much more difficult to lo-
cate than unpublished dissertations.

Specialized indexes list dissertations com-
pleted by students at accredited universities. For
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The oldest journal of sociology in the United States, American Journal of Sociology, reports on a study of vir-
ginity pledges by Peter Bearman and Hannah Biickner. It appeared on pages 859 to 913 of the January
2001 issue (number 4) of the journal, which begins counting issues in March. It was in volume 106, or the
journal’s 106th year. Here are ways to cite the article. Two very popular styles are those of American Socio-
logical Review (ASR) and American Psychological Association (APA).

FIGURE 4.1 Different Reference Citations for a Journal Article

ASR Style

Bearman, Peter and Hannah Biickner. 20071. “Promising the Future: Virginity Pledges and First Intercourse.”
American Journal of Sociology 106:859-912.

APA Style

Bearman, P., and Biickner, H. (2001). Promising the future: Virginity pledges and first intercourse. American
Journal of Sociology 106, 859-912.

Other Styles

Bearman, P., and H. Biickner. “Promising the Future: Virginity Pledges and First Intercourse,” American journal
of Sociology 106 (2001), 859-912.

Bearman, Peter and Hannah Biickner, 2001.
“Promising the future: Virginity pledges and first Intercourse.” Am. J. of Sociol. 106:859-912.

Bearman, P. and Biickner, H. (2007). “Promising the Future: Virginity Pledges and First Intercourse.” Ameri-
can Journal of Sociology 106 (January): 859-912.

Bearman, Peter and Hannah Biickner. 2001.
“Promising the future: Virginity pledges and first Intercourse.” American Journal of Sociology 106
(4):859-912.

Bearman, P. and H. Biickner. (2001). “Promising the future: Virginity piedges and first intercourse.” American
Journal of Sociology 106, 859-912.

Peter Bearman and Hannah Biickner, “Promising the Future: Virginity Pledges and First Intercourse,” American
Journal of Sociology 106, no. 4 (2001): 859-912.

example, Dissertation Abstracts International lists
dissertations with their authors, titles, and uni-
versities. This index is organized by topic and
contains an abstract of each dissertation. You
can borrow most dissertations via interlibrary
loan from the degree-granting university if the
university permits this.

Government Documents. The federal govern-
ment of the United States, the governments of
other nations, state- or provincial-level govern-
ments, the United Nations, and other interna-
tional agencies such as the World Bank, all
sponsor studies and publish reports of the re-

search. Many college and university libraries
have these documents in their holdings, usually
in a special “government documents” section.
These reports are rarely found in the catalog sys-
tem. You must use specialized lists of publica-
tions and indexes, usually with the help of a
librarian, to locate these reports. Most college
and university libraries hold only the most fre-
quently requested documents and reports.

Policy Reports and Presented Papers. A re-
searcher conducting a thorough review of the lit-
erature will examine these two sources, which
are difficult for all but the trained specialist to
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obtain. Research institutes and policy centers
(e.g., Brookings Institute, Institute for Research
on Poverty, Rand Corporation, etc.) publish pa-
pers and reports. Some major research libraries
purchase these and shelve them with books. The
only way to be sure of what has been published is
to write directly to the institute or center and re-
quest a list of reports.

Each year, the professional associations in
academic fields (e.g., sociology, political science,
psychology) hold annual meetings. Thousands
of researchers assemble to give, listen to, or dis-
cuss oral reports of recent research. Most of
these oral reports are available as written papers
to those attending the meeting. People who do
not attend the meetings but who are members of
the association receive a program of the meeting,
listing each paper to be presented with its title,
author, and author’s place of employment. They
can write directly to the author and request a
copy of the paper. Many, but not all, of the pa-
pers are later published as articles. The papers
may be listed in indexes or abstract services (to

be discussed).

How to Conduct a Systematic
Literature Review

Define and Refine a Topic. Just as a researcher
must plan and clearly define a topic and research
question when beginning a research project, you
need to begin a literature review with a clearly
defined, well-focused research question and a
plan. A good review topic should be as focused
as a research question. For example, “divorce”
or “crime” is much too broad. A more appro-
priate review topic might be “the stability of
families with stepchildren” or “economic in-
equality and crime rates across nations.” If you
conduct a context review for a research project,
it should be slightly broader than the specific re-
search question being tested. Often, a researcher
will not finalize a specific research question for a
study until he or she has reviewed the literature.
The review helps bring greater focus to the re-
search question.

Design a Search.  After choosing a focused re-
search question for the review, the next step is to
plan a search strategy. The reviewer needs to de-
cide on the type of review, its extensiveness, and
the types of materials to include. The key is to be
careful, systematic, and organized. Set parame-
ters on your search: how much time you will de-
vote to it, how far back in time you will look, the
minimum number of research reports you will
examine, how many libraries you will visit, and
so forth.

Also, decide how to record the bibliographic
citation for each reference you find and how to
take notes (e.g., in a notebook, on 3 X 5 cards, in
a computer file). Develop a schedule, because
several visits are usually necessary. You should
begin a file folder or computer file in which you
can place possible sources and ideas for new
sources. As the review proceeds, it should be-
come more focused.

Locate Research Reports. Locating research
reports depends on the type of report or “outlet”
of research being searched. As a general rule, use
multiple search strategies in order to counteract
the limitations of a single search method.

Articles in Scholarly Journals.  As discussed ear-
lier, most social research is published in schol-
arly journals. There are dozens of journals, many
going back decades, each containing many arti-
cles. The task of searching for articles can be for-
midable. Luckily, specialized publications make
the task easier.

You may have used an index for general
publications, such as Reader’s Guide to Periodical
Literature. Many academic fields have “ab-
stracts” or “indexes” for the scholarly literature
(e.g., Psychological Abstracts, Social Sciences In-
dex, Sociological Abstracts, and Gerontological
Abstracts). For education-related topics, the Ed-
ucational Resources Information Center (ERIC)
system is especially valuable. There are over 100
such publications. You can usually find them in
the reference section of a library. Many ab-
stracts or index services as well as ERIC are avail-
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able via computer access, which speeds the
search process.

Abstracts or indexes are published on a reg-
ular basis (monthly, six times a year, etc.) and
allow a reader to look up articles by author name
or subject. The journals covered by the abstract
or index are listed in it, often in the front. An in-
dex, such as the Social Sciences Index, lists only
the citation, whereas an abstract, such as
Sociological Abstracts, lists the citation and has a
copy of the article’s abstract. Abstracts do not
give you all the findings and details of a research
project. Researchers use abstracts to screen arti-
cles for relevance, then locate the more relevant
articles. Abstracts may also include papers pre-
sented at professional meetings.

It may sound as if all you have to do is to go
find the index in the reference section of the li-
brary or on the Internet and look up a topic. Un-
fortunately, things are more complicated than
that. In order to cover the studies across many
years, you may have to look through many issues
of the abstracts or indexes. Also, the subjects or
topics listed are broad. The specific research ques-
tion that interests you may fit into several subject
areas. You should check each one. For example,
for the topic of illegal drugs in high schools, you
might look up these subjects: drug addiction,
drug abuse, substance abuse, drug laws, illegal
drugs, high schools, and secondary schools. Many
of the articles under a subject area will not be rel-
evant for your literature review. Also, there is a 3-
to 12-month time lag between the publication of
an article and its appearance in the abstracts or
indexes. Unless you are at a major research li-
brary, the most useful article may not be available
in your library. You can obtain it only by using an
interlibrary loan service, or it may be in a foreign
language that you do not read.

The computerized literature search works
on the same principle as an abstract or an index.
Researchers organize computerized searches in
several ways—by author, by article title, by sub-
ject, or by keyword. A keyword is an important
term for a topic that is likely to be found in a ti-
tle. You will want to use six to eight keywords in

most computer-based searches and consider
several synonyms. The computer’s searching
method can vary and most only look for a key-
word in a title or abstract. If you choose too few
words or very narrow terms, you will miss a lot
of relevant articles. If you choose too many
words or very broad terms, you will get a huge
number of irrelevant articles. The best way to
learn the appropriate breadth and number of
keywords is by trial and error.

In a study I conducted on how college stu-
dents define sexual harassment (Neuman, 1992),
I used the following keywords: sexual harass-
ment, sexual assault, harassment, gender equity,
gender fairness, and sex discrimination. I later dis-
covered a few important studies that lacked any
of these keywords in their titles. I also tried the
keywords college student and rape, but got huge
numbers of unrelated articles that I could not
even skim.

There are numerous computer-assisted
search databases or systems. A person with a
computer and an Internet hook-up can search
some article index collections, the catalogs of li-
braries, and other information sources around
the globe if they are available on the Internet.

All computerized searching methods share a
similar logic, but each has its own method of op-
eration to learn. In my study, I looked for
sources in the previous seven years and used five
computerized databases of scholarly literature:
Social Science Index, CARL (Colorado Area Re-
search Library), Sociofile, Social Science Citation
Index, and PsychLit.

Often, the same articles will appear in mul-
tiple scholarly literature databases, but each
database may identify a few new articles not
found in the others. For example, I discovered
several excellent sources not listed in any of the
computerized databases that had been published
in earlier years by studying the bibliographies of
the relevant articles.

The process in my study was fairly typical.
Based on my keyword search, I quickly skimmed
or scanned the titles or abstracts of over 200
sources. From these, I selected about 80 articles,
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reports, and books to read. I found about 49 of
the 80 sources valuable, and they appear in the
bibliography of the published article.

Scholarly Books.  Finding scholarly books on a
subject can be difficult. The subject topics of li-
brary catalog systems are usually incomplete and
too broad to be useful. Moreover, they list only
books that are in a particular library system, al-
though you may be able to search other libraries
for interlibrary loan books. Libraries organize
books by call numbers based on subject matter.
Again, the subject matter classifications may not
reflect the subjects of interest to you or all the
subjects discussed in a book. Once you learn the
system for your library, you will find that most
books on a topic will share the main parts of the
call number. In addition, librarians can help you
locate books from other libraries. For example,
the Library of Congress National Union Catalog
lists all books in the U.S. Library of Congress. Li-
brarians have access to sources that list books at
other libraries, or you can use the Internet.
There is no sure-fire way to locate relevant
books. Use multiple search methods, including a
look at journals that have book reviews and the
bibliographies of articles.

Taking Notes

Asyou gather the relevant research literature, it is
easy to feel overwhelmed by the quantity of in-
formation, so you need a system for taking notes.
The old-fashioned approach is to write notes
onto index cards. You then shift and sort the note
cards, place them in piles, and so forth as you
look for connections among them or develop an
outline for a report or paper. This method still
works. Today, however, most people use word-
processing software and gather photocopies or
printed versions of many articles.

As you discover sources, it is a good idea to
create two kinds of files for your note cards or
computer documents: a Source File and a
Content File. Record all the bibliographic infor-
mation for each source in the Source File, even

though you may not use some and later erase
them. Do not forget anything in a complete bib-
liographic citation, such as a page number or the
name of the second author; you will regret it
later. It is far easier to erase a source you do not
use than to try to locate bibliographic informa-
tion later for a source you discover that you need
or from which you forgot one detail.

I recommend creating two kinds of Source
Files, or divide a master file into two parts: Have
File and Potential File. The Have File is for
sources that you have found and for which you
have already taken content notes. The Potential
File is for leads and possible new sources that
you have yet to track down or read. You can add
to the Potential File anytime you come across a
new source or in the bibliography of something
you read. Toward the end of writing a report, the
Potential File will disappear while the Have File
will become your bibliography.

Your note cards or computer documents go
into the Content File. This file contains substan-
tive information of interest from a source, usu-
ally its major findings, details of methodology,
definitions of concepts, or interesting quotes. If
you directly quote from a source or want to take
some specific information from a source, you
need to record the specific page number(s) on
which the quote appears. Link the files by
putting key source information, such as author
and date, on each content file.

What to Record. You will find it much easier
to take all notes on the same type and size of pa-
per or card, rather than having some notes on
sheets of papers, others on cards, and so on. Re-
searchers have to decide what to record about an
article, book, or other source. It is better to err in
the direction of recording too much rather than
too little. In general, record the hypotheses
tested, how major concepts were measured, the
main findings, the basic design of the research,
the group or sample used, and ideas for future
study (see Box 4.2). It is wise to examine the re-
port’s bibliography and note sources that you
can add to your search.
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Box

4.2

1. Read with a clear purpose or goal in mind. Are
you reading for basic knowledge or to apply it to
a specific question?

2. Skim the article before reading it all. What can
you learn from the title, abstract, summary and
conclusions, and headings? What are the topic,
major findings, method, and main conclusion?

How to Read journal Articles

3. Consider your own orientation. What is your
bias toward the topic, the method, the publica-
tion source, and so on, that may color your
reading?

4. Marshal external knowledge. What do you al-
ready know about the topic and the methods
used? How credible is the publication source?

5. Evaluate as you read the article. What errors are
present? Do findings follow the data? Is the ar-
ticle consistent with assumptions of the ap-
proach it takes?

6. Summarize information as an abstract with the
topic, the methods used, and the findings. As-
sess the factual accuracy of findings and cite
questions about the article.

Source: Adapted from Katzer, Cook, and Crouch (1991:
199-207).

Photocopying all relevant articles or reports
will save you time recording notes and will en-
sure that you will have an entire report. Also,
you can make notes on the photocopy. There are
several warnings about this practice. First, pho-
tocopying can be expensive for a large literature
search. Second, be aware of and obey copyright
laws. U.S. copyright laws permit photocopying
for personal research use. Third, remember to
record or photocopy the entire article, including
all citation information. Fourth, organizing en-
tire articles can be cumbersome, especially if sev-
eral different parts of a single article are being
used. Finally, unless you highlight carefully or

take good notes, you may have to reread the en-
tire article later.

Organize Notes. After gathering a large num-
ber of references and notes, you need an orga-
nizing scheme. One approach is to group
studies or specific findings by skimming notes
and creating a mental map of how they fit to-
gether. Try several organizing schemes before
settling on a final one. Organizing is a skill that
improves with practice. For example, place
notes into piles representing common themes,
or draw charts comparing what different re-
ports state about the same question, noting
agreements and disagreements.

In the process of organizing notes, you will
find that some references and notes do not fit
and should be discarded as irrelevant. Also, you
may discover gaps or areas and topics that are
relevant but that you did not examine. This ne-
cessitates return visits to the library.

There are many organizing schemes. The
best one depends on the purpose of the review.
Usually, it is best to organize reports around a
specific research question or around core com-
mon findings of a field and the main hypotheses
tested.

Writing the Review

A literature review requires planning and good,
clear writing, which requires a lot of rewriting.
This step is often merged with organizing notes.
All the rules of good writing (e.g., clear organi-
zational structure, an introduction and conclu-
sion, transitions between sections, etc.) apply to
writing a literature review. Keep your purposes
in mind when you write, and communicate
clearly and effectively.

To prepare a good review, read articles and
other literature critically. Recall that skepticism
is a norm of science. It means that you should
not accept what is written simply on the basis of
the authority of its having been published. Ques-
tion what you read, and evaluate it. The first
hurdle to overcome is thinking something must
be perfect just because it has been published.
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Critically reading research reports requires
skills that take time and practice to develop. De-
spite a peer-review procedure and high rejection
rates, errors and sloppy logic slip in. Read care-
fully to see whether the introduction and title re-
ally fit with the rest of the article. Sometimes,
titles, abstracts, or the introduction are mislead-
ing. They may not fully explain the research pro-
ject’s method and results. An article should be
logically tight, and all the parts should fit to-
gether. Strong logical links should exist between
parts of the argument. Weak articles make leaps
in logic or omit transitional steps. Likewise, arti-
cles do not always make their theory or ap-
proach to research explicit. Be prepared to read
the article more than once. (See Figure 4.2 on
taking notes on an article.)

What a Good Review Looks Like

An author should communicate a review’s pur-
pose to the reader by its organization. The wrong
way to write a review is to list a series of research
reports with a summary of the findings of each.
This fails to communicate a sense of purpose. It
reads as a set of notes strung together. Perhaps
the reviewer got sloppy and skipped over the im-
portant organizing step in writing the review.
The right way to write a review is to organize
common findings or arguments together. A well-
accepted approach is to address the most impor-
tant ideas first, to logically link statements or
findings, and to note discrepancies or weaknesses
in the research (see Box 4.3 for an example).

USING THE INTERNET FOR
SOCIAL RESEARCH

The Internet (see Box 4.4) has revolutionized
how social researchers work. A mere decade ago,
it was rarely used; today, most social researchers
use the Internet regularly to help them review
the literature, to communicate with other re-
searchers, and to search for other information

sources. The Internet continues to expand and
change at an explosive rate.

The Internet has been a mixed blessing for
social research, but it has not proved to be the
panacea that some people first thought it might
be. It provides new and important ways to find
information, but it remains one tool among oth-
ers. It can quickly make some specific pieces of
information accessible. For example, from my
home computer, I was able to go to the U.S, Fed-
eral Bureau of Prisons and in less than three
minutes locate a table showing me that in 1980,
139 people per 100,000 were incarcerated in the
United States, whereas in 2004 (the most recent
data available), it was 486 per 100,000, The In-
ternet is best thought of as a supplement rather
than as a replacement for traditional library re-
search. There are “up” and “down” sides to us-
ing the Internet for social research:

The Up Side

1. The Internet is easy, fast, and cheap. It is
widely accessible and can be used from many lo-
cations. This near-free resource allows people to
find source material from almost anywhere—lo-
cal public libraries, homes, labs or classrooms,
or anywhere a computer is connected to the In-
ternet system. Also, the Internet does not close;
it operates 24 hours a day, seven days a week.
With minimal training, most people can quickly
perform searches and get information on their
computer screens that would have required
them to take a major trip to large research li-
braries a few years ago. Searching a vast quantity
of information electronically has always been
easier and faster than a manual search, and the
Internet greatly expands the amount and variety
of source material. More and more information
(e.g., Statistical Abstract of the United States) is
available on the Internet. In addition, once the
information is located, a researcher can often
store it electronically or print it at a local site.

2. The Internet has “links” that provide ad-
ditional ways to find and connect to many other
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FIGURE 4.2 Example of Notes on an Article
FULL CITATION ON BIBLIOGRAPHY (SOURCE FILE)

Bearman, Peter, and Hannah Biickner. 2001. “Promising the Future: Virginity Pledges
and First Intercourse.” American Journal of Sociology 106:859-912. (January, issue
no. 4).

NOTE CARD (CONTENT FILE)

Bearman and Biickner 2001 Topics: Teen pregnancy & sexuality,
pledges/promises, virginity, first sexual
intercourse, S. Baptists, identity movement

Since 1993, the Southern Baptist Church sponsored a movement among teens
whereby the teens make a public pledge to remain virgins until marriage. Over 2.5
million teens have made the pledge. This study examines whether the pledge af-
fected the timing of sexual intercourse and whether pledging teens differ from
nonpledging teens. Critics of the movement are uncomfortable with it because
pledge supporters often reject sex education, hold an overly romanticized view of
marriage, and adhere to traditional gender roles.

Hypothesis

Adolescents will engage in behavior that adults enjoy but that is forbidden to
them based on the amount of social controls that constrain opportunities to en-
gage in forbidden behavior. Teens in nontraditional families with greater freedom
and less supervision are more likely to engage in forbidden behavior (sex). Teens
in traditional families and who are closer to their parents will delay sexual activ-
ity. Teens closely tied to “identity movements” outside the family will modify be-
havior based on norms the movements teach.

Method

Data are from a national health survey of U.S. teens in grades 7-12 who were in
public or private schools in 1994-1995. A total of 90,000 students in 141
schools completed questionnaires. A second questionnaire was completed by
20,000 of the 90,000 students. The questionnaire asked about a pledge, im-
portance of religion, and sexual activity.

Findings

The study found a substantial delay in the timing of first intercourse among
pledgers. Yet, the effect of pledging varies by the age of the teen. In addition,
pledging only works in some social contexts (i.e., where it is at least partially a so-
cial norm). Pledgers tend to be more religious, less developed physically, and from
more traditional social and family backgrounds.

81
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Box

4.3

Example of Bad Review

Sexual harassment has many consequences. Adams,
Kottke, and Padgitt (1983) found that some women
students said they avoided taking a class or working
with certain professors because of the risk of harass-
ment. They also found that men and women students
reacted differently. Their research was a survey of
1,000 men and women graduate and undergraduate
students. Benson and Thomson’s study in Social
Problems (1982) lists many problems created by
sexual harassment. In their excellent book, The Lech-
erous Professor, Dziech and Weiner (1990) give a
long list of difficulties that victims have suffered.
Researchers study the topic in different ways.
Hunter and McClelland (1991) conducted a study
of undergraduates at a small liberal arts college. They
had a sample of 300 students and students were
given multiple vignettes that varied by the reaction of
the victim and the situation. Jaschik and Fretz
(1991) showed 90 women students at a mideastern
university a videotape with a classic example of sex-
ual harassment by a teaching assistant. Before it was
labeled as sexual harassment, few women called it
that. When asked whether it was sexual harassment,
98 percent agreed. Weber-Burdin and Rossi {1982)
replicated a previous study on sexual harassment,
only they used students at the University of Massa-
chusetts. They had 59 students rate 40 hypotheti-
cal situations. Reilley, Carpenter, Dull, and Bartlett
(1982) conducted a study of 250 female and 150
male undergraduates at the University of California
at Santa Barbara. They also had a sample of 52 fac-
ulty. Both samples completed a questionnaire in
which respondents were presented vignettes of sex-
ual-harassing situations that they were to rate.
Popovich and Colleagues (1986) created a nine-
item scale of sexual harassment. They studied 209

Examples of Bad and Good Reviews

undergraduates at a medium-sized university in
groups of 15 to 25. They found disagreement and
confusion among students.

Example of Better Review

The victims of sexual harassment suffer a range of
consequences, from lowered self-esteem and loss of
self-confidence to withdrawal from social interaction,

changed career goals, and depression (Adams, Kot-

tke, and Padgitt, 1983; Benson and Thomson,
1982; Dziech and Weiner, 1990). For example,

Adams, Kottke, and Padgitt (1983) noted that 13

percent of women students said they avoided taking
a class or working with certain professors because of
the risk of harassment.

Research into campus sexual harassment has
taken several approaches. In addition to survey re-
search, many have experimented with vignettes or
presented hypothetical scenarios (Hunter and Mc-
Clelland, 1991; Jaschik and Fretz, 1991; Popovich et
al, 1987; Reilley, Carpenter, Dull, and Barlett,
1982; Rossi and Anderson, 1982; Valentine-French
and Radtke, 1989; Weber-Burdin and Rossi, 1982).
Victim verbal responses and situational factors ap-
pear to affect whether observers label a behavior as
harassment. There is confusion over the application
of a sexual harassment label for inappropriate behav-
ior. For example, Jaschik and Fretz (1991) found that
only 3 percent of the women students shown a
videotape with a classic example of sexual harass-
ment by a teaching assistant initially labeled it as
sexual harassment. Instead, they called it “sexist,”
“rude,” “unprofessional,” or “demeaning.” When
asked whether it was sexual harassment, 98 percent
agreed. Roscoe and colleagues (1987) reported
similar labeling difficulties.

sources of information. Many websites, home
pages, and other Internet resource pages have
“hot links” that can call up information from re-
lated sites or sources simply by clicking on the

link indicator (usually a button or a highlighted
word or phrase). This connects people to more
information and provides “instant” access to
cross-referenced material. Links make embed-
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Box
4.4 The Internet

The Internet is not a single thing in one place. Rather,
the Internet is a system or interconnected web of
computers around the world. It is changing very
rapidly. | cannot describe everything on the Internet;
many large books attempt to do that. Plus, even if |
tried, it would be out of date in six months. The In-
ternet is changing, in a powerful way, how many peo-
ple communicate and share information.

The Internet provides low-cost (often free),
worldwide, fast communication among people with
computers or between people with computers and
information in the computers of organizations (e.g.,
universities, government agencies, businesses).
There are special hardware and software require-
ments, but the Internet potentially can transmit elec-
tronic versions of text material, up to entire books, as
well as photos, music, video, and other information.

To get onto the Internet, a person needs an ac-
count in a computer that is connected to the Inter-
net. Most college mainframe computers are
connected, many business or government computers
are connected, and individuals with modems can pur-
chase a connection from an Internet service provider
that provides access over telephone lines, special
DSL lines, or cable television lines. In addition to a mi-
crocomputer, the person needs only a little knowl-
edge about using computers.

ding one source within a network of related
sources easy.

3. The Internet speeds the flow of informa-
tion around the globe and has a “democratizing”
effect. It provides rapid transmission of infor-
mation (e.g., text, news, data, and photos) across
long distances and international borders. In-
stead of waiting a week for a report or having to
send off for a foreign publication and wait for a
month, the information is often available in sec-
onds at no cost. There are virtually no restric-
tions on who can put material on the Internet or
what appears on it, so many people who had dif-

ficulty publishing or disseminating their materi-
als can now do so with ease.

4. The Internet is the provider of a very
wide range of information sources, some in for-
mats that are more dynamic and interesting. It
can send and be a resource for more than
straight black and white text, as in traditional
academic journals and sources. It transmits in-
formation in the form of bright colors, graphics,
“action” images, audio (e.g., music, voices,
sounds), photos, and video clips. Authors and
other creators of information can be creative in
their presentations.

The Down Side

1. There is no quality control over what gets
on the Internet. Unlike standard academic pub-
lications, there is no peer-review process or any
review. Anyone can put almost anything on a
website. It may be poor quality, undocumented,
highly biased, totally made up, or plain fraudu-
lent. There is a lot of real “trash” out there! Once
a person finds material, the real work is to dis-
tinguish the “trash” from valid information.
One needs to treat a webpage with the same cau-
tion that one applies to a paper flyer someone
hands out on the street; it could contain the dri-
vel of a “nut” or be really valuable information.
Aless serious problem is that the “glitz” of bright
colors, music, or moving images found in sites
can distract unsophisticated users. The “glitz”
may attract them more than serious content,
and they may confuse glitz for high-caliber in-
formation. The Internet is better designed for a
quick look and short attention spans rather than
the slow, deliberative, careful reading and study
of content.

2. Many excellent sources and some of the
most important resource materials (research
studies and data) for social research are not
available on the Internet (e.g., Sociofile, GSS
datafiles, and recent journal articles). Much in-
formation is available only through special sub-
scription services that can be expensive.
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Contrary to popular belief, the Internet has not
made all information free and accessible to
everyone. Often, what is free is limited, and
fuller information is available only to those who
pay. In fact, because some libraries redirected
funds to buy computers for the Internet and cut
the purchases for books and paper copies of doc-
uments, the Internet’s overall impact may have
actually reduced what is available for some users.

3. Finding sources on the Internet can be
very difficult and time consuming. It is not easy
to locate specific source materials. Also, different
“search engines” can produce very different re-
sults. It is wise to use multiple search engines
(e.g., Yahoo, Excite, and Google), since they
work differently. Most search engines simply
look for specific words in a short description of
the webpage. This description may not reveal the
full content of the source, just as a title does not
fully tell what a book or article is about. In addi-
tion, search engines often come up with tens of
thousands of sources, far too many for anyone to
examine. The ones at the “top” may be there be-
cause they were recently added to the Internet or
because their short description had several ver-
sions of the search word. The “best” or most rel-
evant source might be buried as the 150th item
found in a search. Also, one must often wade
through a lot of commercials and advertise-
ments to locate “real” information.

4. Internet sources can be “unstable” and
difficult to document. After one conducts a
search on the Internet and locates webpages with
information, it is important to note the specific
“address” (usually it starts http://) where it re-
sides. This address refers to an electronic file sit-
ting in a computer somewhere. If the computer
file is moved, it may not be at the same address
two months later. Unlike a journal article that
will be stored on a shelf or on microfiche in hun-
dreds of libraries for many decades to come and
available for anyone to read, webpages can
quickly vanish. This means it may not be possi-
ble to check someone’s web references easily,
verify a quote in a document, or go back to orig-

inal materials and read them for ideas or to build
on them. Also, it is easy to copy, modify, or dis-
tort, then reproduce copies of a source. For ex-
ample, a person could alter a text passage or a
photo image then create a new webpage to dis-
seminate the false information. This raises issues
about copyright protection and the authenticity
of source material.

There are few rules for locating the best sites
on the Internet—ones that have useful and
truthful information. Sources that originate at
universities, research institutes, or government
agencies usually are more trustworthy for re-
search purposes than ones that are individual
home pages of unspecified origin or location, or
that a commercial organization or a political/so-
cial issue advocacy group sponsors. In addition
to moving or disappearing, many webpages or
sources fail to provide complete information to
make citation easy. Better sources provide fuller
or more complete information about the author,
date, location, and so on.

As you prepare a review of the scholarly lit-
erature and more narrowly focus a topic, you
should be thinking about how to design a study.
The specifics of design can vary somewhat de-
pending on whether your study will primarily
employ a quantitative-deductive-positivist ap-
proach or a qualitative-inductive-interpretive/
critical approach. The two approaches have a
great deal in common and mutually comple-
ment one another, but there several places where
“branches in the path” of designing a study di-
verge depending on the approach you adopt.

QUALITATIVE AND
QUANTITATIVE ORIENTATIONS
TOWARD RESEARCH

Qualitative and quantitative research differ in
many ways, but they complement each other, as
well. All social researchers systematically collect
and analyze empirical data and carefully exam-
ine the patterns in them to understand and ex-
plain social life. One of the differences between
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the two styles comes from the nature of the data.
Soft data, in the form of impressions, words, sen-
tences, photos, symbols, and so forth, dictate
different research strategies and data collection
techniques than hard data, in the form of num-
bers. Another difference is that qualitative and
quantitative researchers often hold different as-
sumptions about social life and have different
objectives. These differences can make tools
used by the other style inappropriate or irrele-
vant. People who judge qualitative research by
standards of quantitative research are often dis-
appointed, and vice versa. It is best to appreciate
the strengths each style offers.

To appreciate the strengths of each style, it is
important to understand the distinct orienta-
tions of researchers. Qualitative researchers of-
ten rely on interpretive or critical social science,
follow a nonlinear research path, and speak a
language of “cases and contexts.” They empha-
size conducting detailed examinations of cases
that arise in the natural flow of social life. They
usually try to present authentic interpretations
that are sensitive to specific social-historical
contexts.

Almost all quantitative researchers rely on a
positivist approach to social science. They follow
a linear research path, speak a language of “vari-
ables and hypotheses,” and emphasize precisely
measuring variables and testing hypotheses that
are linked to general causal explanations.

Researchers who use one style alone do not
always communicate well with those using the
other, but the languages and orientations of the
styles are mutually intelligible. It takes time and
effort to understand both styles and to see how
they can be complementary.

Linear and Nonlinear Paths

Researchers follow a path when conducting re-
search. The path is a metaphor for the sequence
of things to do: what is finished first or where a
researcher has been, and what comes next or
where he or she is going. The path may be well
worn and marked with signposts where many

other researchers have trod. Alternatively, it may
be a new path into unknown territory where few
others have gone, and without signs marking the
direction forward.

In general, quantitative researchers follow a
more linear path than do qualitative researchers.
A linear research path follows a fixed sequence of
steps; it is like a staircase leading in one clear di-
rection. It is a way of thinking and a way of look-
ing at issues—the direct, narrow, straight path
that is most common in western European and
North American culture.

Qualitative research is more nonlinear and
cyclical. Rather than moving in a straight line, a
nonlinear research path makes successive passes
through steps, sometimes moving backward and
sideways before moving on. It is more of a spiral,
moving slowly upward but not directly. With
each cycle or repetition, a researcher collects new
data and gains new insights.

People who are used to the direct, linear ap-
proach may be impatient with a less direct cycli-
cal path. From a strict linear perspective, a
cyclical path looks inefficient and sloppy. But the
diffuse cyclical approach is not merely disorga-
nized, undefined chaos. It can be highly effective
for creating a feeling for the whole, for grasping
subtle shades of meaning, for pulling together
divergent information, and for switching per-
spectives. It is not an excuse for doing poor-
quality research, and it has its own discipline and
rigor. It borrows devices from the humanities
(e.g., metaphor, analogy, theme, motif, and
irony) and is oriented toward constructing
meaning. A cyclical path is suited for tasks such
as translating languages, where delicate shades of
meaning, subtle connotations, or contextual dis-
tinctions can be important.

Preplanned and Emergent Research
Questions

Your first step when beginning a research proj-
ect is to select a topic. There is no formula for
this task. Whether you are an experienced re-
searcher or just beginning, the best guide is to
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conduct research on something that interests
you.

All research begins with a topic but a topic is
only a starting point that researchers must nar-
row into a focused research question. Qualita-
tive and quantitative researchers tend to adopt
different approaches to turn a topic to a focused
research question for a specific study. Qualita-
tive researchers often begin with vague or un-
clear research questions. The topic emerges
slowly during the study. The researchers often
combine focusing on a specific question with the
process of deciding the details of study design
that occurs while they are gathering data. By
contrast, quantitative researchers narrow a topic
into a focused question as a discrete planning
step before they finalize study design. They use it
as a step in the process of developing a testable
hypothesis (to be discussed later) and to guide
the study design before they collect any data.

The qualitative research style is flexible and
encourages slowly focusing the topic throughout
a study. In contrast to quantitative research, only
a small amount of topic narrowing occurs in an
early research planning stage, and most of the
narrowing occurs after a researcher has begun to
collect data.

The qualitative researcher begins data gath-
ering with a general topic and notions of what
will be relevant. Focusing and refining contin-
ues after he or she has gathered some of the data
and started preliminary analysis. Qualitative re-
searchers use early data collection to guide how
they adjust and sharpen the research question(s)
because they rarely know the most important is-
sues or questions until after they become fully
immersed in the data. Developing a focused re-
search question is a part of the data collection
process, during which the researcher actively re-
flects on and develops preliminary interpreta-
tions. The qualitative researcher is open to
unanticipated data and constantly reevaluates
the focus early in a study. He or she is prepared
to change the direction of research and follow
new lines of evidence.

Typical research questions for qualitative
researchers include: How did a certain condition
or social situation originate? How is the condi-
tion/situation maintained over time? What are
the processes by which a condition/situation
changes, develops, or operates? A different type
of question tries to confirm existing beliefs or as-
sumptions. A last type of question tries to dis-
cover new ideas.

Research projects are designed around re-
search problems or questions. Before designing a
project, quantitative researchers focus on a spe-
cific research problem within a broad topic. For
example, your personal experience might sug-
gest labor unions as a topic. “Labor unions” is a
topic, not a research question or a problem. In
any large library, you will find hundreds of
books and thousands of articles written by soci-
ologists, historians, economists, management
officials, political scientists, and others on
unions. The books and articles focus on different
aspects of the topic and adopt many perspectives
on it. Before proceeding to design a research
project, you must narrow and focus the topic.
An example research question is, “How much
did U.S. labor unions contribute to racial in-
equality by creating barriers to skilled jobs for
African Americans in the post-World War 11
period?”

When starting research on a topic, ask your-
self: What is it about the topic that is of greatest
interest? For a topic about which you know little,
first get background knowledge by reading
about it. Research questions refer to the rela-
tionships among a small number of variables.
Identify a limited number of variables and spec-
ify the relationships among them.

A research question has one or a small num-
ber of causal relationships. Box 4.5 lists some
ways to focus a topic into a research question.
For example, the question, “What causes di-
vorce?” is not a good research question. A better
research question is, “Is age at marriage associ-
ated with divorce?” The second question sug-
gests two variables: age of marriage and divorce.
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Techniques for Narrowing a
Topic into a Research Question

Box

4.5

1. Examine the literature. Published articles are an
excellent source of ideas for research questions.
They are usually at an appropriate level of speci-
ficity and suggest research questions that focus
on the following:

a. Replicate a previous research project exactly
or with slight variations.

b. Explore unexpected findings discovered in
previous research.

c. Follow suggestions an author gives for future
research at the end of an article.

d. Extend an existing explanation or theory to a
new topic or setting.

e. Challenge findings or attempt to refute a re-
lationship.

f. Specify the intervening process and consider
linking relations.

2. Talk over ideas with others.

a. Ask people who are knowledgeable about
the topic for questions about it that they
have thought of.

b. Seek out those who hold opinions that differ
from yours on the topic and discuss possible
research questions with them.

3. Apply to a specific context.

a. Focus the topic onto a specific historical pe-
riod or time period.

b. Narrow the topic to a specific society or ge-
ographic unit.

¢. Consider which subgroups or categories of
people/units are involved and whether there
are differences among them.

4. Define the aim or desired outcome of the study.

a. Will the research question be for an ex-
ploratory, explanatory, or descriptive study?

b. Will the study involve applied or basic re-
search?

Another technique for focusing a research
question is to specify the universe to which the
answer to the question can be generalized. All re-
search questions, hypotheses, and studies apply
to some group or category of people, organiza-
tions, or other units. The universe is the set of all
units that the research covers, or to which it can
be generalized. For example, your research ques-
tion is about the effects of a new attendance pol-
icy on learning by high school students. The
universe, in this case, is all high school students.

When refining a topic into a research ques-
tion and designing a research project, you also
need to consider practical limitations. Designing
a perfect research project is an interesting acad-
emic exercise, but if you expect to carry out a re-
search project, practical limitations will have an
impact on its design.

Major limitations include time, costs, access
to resources, approval by authorities, ethical
concerns, and expertise. If you have 10 hours a
week for five weeks to conduct a research proj-
ect, but the answer to a research question will
take five years, reformulate the research question
more narrowly. Estimating the amount of time
required to answer a research question is diffi-
cult. The research question specified, the re-
search technique used, and the type of data
collected all play significant roles. Experienced
researchers are the best source of good estimates.

Cost is another limitation. As with time,
there are inventive ways to answer a question
within limitations, but it may be impossible to
answer some questions because of the expense
involved. For example, a research question
about the attitudes of all sports fans toward their
team mascot can be answered only with a great
investment of time and money. Narrowing the
research question to how students at two differ-
ent colleges feel about their mascots might make
it more manageable.

Access to resources is a common limitation.
Resources can include the expertise of others,
special equipment, or information. For example,
a research question about burglary rates and
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Instead of trying to convert social life into vari-
ables or numbers, qualitative researchers borrow
ideas from the people they study and place them
within the context of a natural setting. They ex-
amine motifs, themes, distinctions, and ideas in-
stead of variables, and they adopt the inductive
approach of grounded theory.

Some people believe that qualitative data are
“soft,” intangible, and immaterial. Such data are
so fuzzy and elusive that researchers cannot re-
ally capture them. This is not necessarily the
case. Qualitative data are empirical. They in-
volve documenting real events, recording what
people say (with words, gestures, and tone), ob-
serving specific behaviors, studying written doc-
uments, or examining visual images. These are
all concrete aspects of the world. For example,
some qualitative researchers take and closely
scrutinize photos or videotapes of people or so-
cial events. This evidence is just as “hard” and
physical as that used by quantitative researchers
to measure attitudes, social pressure, intelli-
gence, and the like.

Grounded Theory

A qualitative researcher develops theory during
the data collection process. This more inductive
method means that theory is built from data or
grounded in the data. Moreover, conceptualiza-
tion and operationalization occur simultane-
ously with data collection and preliminary data
analysis. It makes qualitative research flexible
and lets data and theory interact. Qualitative re-
searchers remain open to the unexpected, are
willing to change the direction or focus of a re-
search project, and may abandon their original
research question in the middle of a project.

A qualitative researcher builds theory by
making comparisons. For example, when a re-
searcher observes an event (e.g., a police officer
confronting a speeding motorist), he or she im-
mediately ponders questions and looks for sim-
ilarities and differences. When watching a police
officer stop a speeder, a qualitative researcher
asks: Does the police officer always radio in the

car’s license number before proceeding? After
radioing the car’s location, does the officer ask
the motorist to get out of the car sometimes, but
in others casually walk up to the car and talk to
the seated driver? When data collection and the-
orizing are interspersed, theoretical questions
arise that suggest future observations, so new
data are tailored to answer theoretical questions
that came from thinking about previous data.

The Context Is Critical

Qualitative researchers emphasize the social
context for understanding the social world. They
hold that the meaning of a social action or state-
ment depends, in an important way, on the con-
text in which it appears. When a researcher
removes an event, social action, answer to a
question, or conversation from the social con-
text in which it appears, or ignores the context,
social meaning and significance are distorted.

Attention to social context means that a
qualitative researcher notes what came before or
what surrounds the focus of study. It also im-
plies that the same events or behaviors can have
different meanings in different cultures or his-
torical eras. For example, instead of ignoring the
context and counting votes across time or cul-
tures, a qualitative researcher asks: What does
voting mean in the context? He or she may treat
the same behavior (e.g., voting for a presidential
candidate) differently depending on the social
context in which it occurs. Qualitative re-
searchers place parts of social life into a larger
whole. Otherwise, the meaning of the part may
be lost. For example, it is hard to understand
what a baseball glove is without knowing some-
thing about the game of baseball. The whole of
the game—innings, bats, curve balls, hits—gives
meaning to each part, and each part without the
whole has little meaning,

The Case and Process

In quantitative research, cases are usually the
same as a unit of analysis, or the unit on which



variables are measured (discussed later). Quan-
titative researchers typically measure variables of
their hypotheses across many cases. For exam-
ple, if a researcher conducts a survey of 450 indi-
viduals, each individual is a case or unit on
which he or she measures variables. Qualitative
researchers tend to use a “case-oriented ap-
proach [that] places cases, not variables, center
stage” (Ragin, 1992:5). They examine a wide va-
riety of aspects of one or a few cases. Their analy-
ses emphasize contingencies in “messy” natural
settings (i.e., the co-occurrence of many specific
factors and events in one place and time). Expla-
nations or interpretations are complex and may
be in the form of an unfolding plot or a narrative
story about particular people or specific events.
Rich detail and astute insight into the cases re-
place the sophisticated statistical analysis of pre-
cise measures across a huge number of units or
cases found in quantitative research.

The passage of time is integral to qualitative
research. Qualitative researchers look at the se-
quence of events and pay attention to what hap-
pens first, second, third, and so on. Because
qualitative researchers examine the same case or
set of cases over time, they can see an issue
evolve, a conflict emerge, or a social relationship
develop. The researcher can detect process and
causal relations.

In historical research, the passage of time
may involve years or decades. In field research,
the passage of time is shorter. Nevertheless, in
both, a researcher notes what is occurring at dif-
ferent points in time and recognizes that when
something occurs is often important.

Interpretation

Interpretation means to assign significance or a
coherent meaning to something. Quantitative
and qualitative researchers both interpret data,
but they do so in different ways. A quantitative
researcher gives meaning by rearranging, exam-
ining, and discussing the numbers by using
charts and statistics to explain how patterns in
the data relate to the research question. A quali-

tative researcher gives meaning by rearranging,
examining, and discussing textual or visual data
in a way that conveys an authentic voice, or that
remains true to the original understandings of
the people and situations that he or she studied.

Instead of relying on charts, statistics, and
displays of numbers, qualitative researchers put
a greater emphasis on interpreting the data.
Their data are often “richer” or more complex
and full of meaning. The qualitative researcher
interprets to “translate” or make the originally
gathered data understandable to other people.
The process of qualitative interpretation moves
through three stages or levels.

A researcher begins with the point of view
of the people he or she is studying, and the re-
searcher wants to grasp fully how they see the
world, how they define situations, or what
things mean to them. A first-order interpretation
contains the inner motives, personal reasons,
and point of view of the people who are being
studied in the original context. As the researcher
discovers and documents this first-order inter-
pretation, he or she remains one step removed
from it. The researcher offers a second-order in-
terpretation, which is an acknowledgment that
however much a researcher tries to get very
close and “under the skin” of those he or she is
studying, a researcher is still “on the outside
looking in.” In the second-order interpretation,
the researcher tries to elicit an underlying co-
herence or sense of overall meaning in the data.
To reach an understanding of what he or she
sees or hears, a researcher often places the data
into a context of the larger flow of events and
behaviors. A qualitative researcher will often
move to the third step and link the understand-
ing that he or she achieved to larger concepts,
generalizations, or theories. The researcher can
share this broader interpretation with other
people who are unfamiliar with the original
data, the people and events studied, or the social
situations observed by the researcher. This level
of meaning translates the researcher’s own un-
derstanding in a way that facilitates communica-
tion with people who are more distant from the
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original source, and it represents a third-order
interpretation,

QUANTITATIVE DESIGN ISSUES

The Language of Variables and
Hypotheses

Variation and Variables. The variable is a
central idea in quantitative research. Simply de-
fined, a variable is a concept that varies. Quanti-
tative research uses a language of variables and
relationships among variables.

In Chapter 2, you learned about two types
of concepts: those that refer to a fixed phenom-
enon (e.g., the ideal type of bureaucracy) and
those that vary in quantity, intensity, or amount
(e.g., amount of education). The second type of
concept and measures of the concepts are vari-
ables. Variables take on two or more values.
Once you begin to look for them, you will see
variables everywhere. For example, gender is a
variable; it can take on two values: male or fe-
male. Marital status is a variable; it can take on
the values of never married single, married, di-
vorced, or widowed. Type of crime committed is
a variable; it can take on values of robbery, bur-
glary, theft, murder, and so forth. Family income
is a variable; it can take on values from zero to
billions of dollars. A person’s attitude toward
abortion is a variable; it can range from strongly
favoring legal abortion to strongly believing in
antiabortion.

The values or the categories of a variable are
its attributes. It is easy to confuse variables with
attributes. Variables and attributes are related,
but they have distinct purposes. The confusion
arises because the attribute of one variable can
itself become a separate variable with a slight
change in definition. The distinction is between
concepts themselves that vary and conditions
within concepts that vary, For example, “male”
is not a variable; it describes a category of gender
and is an attribute of the variable “gender.” Yet,
a related idea, “degree of masculinity,” is a vari-
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able. It describes the intensity or strength of at-
tachment to attitudes, beliefs, and behaviors as-
sociated with the concept of masculine within a
culture. “Married” is not a variable; it is an at-
tribute of the variable “marital status.” Related
ideas such as “number of years married” or
“depth of commitment to a marriage” are vari-
ables. Likewise, “robbery” is not a variable; it is
an attribute of the variable “type of crime.”
“Number of robberies,” “robbery rate,”
“amount taken during a robbery,” and “type of
robbery” are all variables because they vary or
take on a range of values.

Quantitative researchers redefine concepts
of interest into the language of variables. As the
examples of variables and attributes illustrate,
slight changes in definition change a nonvariable
into a variable concept. As you saw in Chapter 2,
concepts are the building blocks of theory; they
organize thinking about the social world. Clear
concepts with careful definitions are essential in
theory.

Types of Variables. Researchers who focus on
causal relations usually begin with an effect, then
search for its causes. Variables are classified into
three basic types, depending on their location in
a causal relationship. The cause variable, or the
one that identifies forces or conditions that act
on something else, is the independent variable.
The variable that is the effect or is the result or
outcome of another variable is the dependent
variable. The independent variable is “indepen-
dent of” prior causes that act on it, whereas the
dependent variable “depends on” the cause.

It is not always easy to determine whether a
variable is independent or dependent. Two
questions help you identify the independent
variable. First, does it come before other vari-
ables in time? Independent variables come be-
fore any other type. Second, if the variables
occur at the same time, does the author suggest
that one variable has an impact on another vari-
able? Independent variables affect or have an im-
pact on other variables. Research topics are often
phrased in terms of the dependent variables be-
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cause dependent variables are the phenomenon
to be explained. For example, suppose a re-
searcher examines the reasons for an increase in
the crime rate in Dallas, Texas; the dependent
variable is the crime rate.

A basic causal relationship requires only an
independent and a dependent variable. A third
type of variable, the intervening variable, appears
in more complex causal relations. It comes be-
tween the independent and dependent variables
and shows the link or mechanism between them.
Advances in knowledge depend not only on doc-
umenting cause-and-effect relationships but
also on specifying the mechanisms that account
for the causal relation. In a sense, the intervening
variable acts as a dependent variable with respect
to the independent variable and acts as an inde-
pendent variable toward the dependent variable.

For example, French sociologist Emile
Durkheim developed a theory of suicide that
specified a causal relationship between marital
status and suicide rates. Durkheim found evi-
dence that married people are less likely to com-
mit suicide than single people. He believed that
married people have greater social integration
(i.e., feelings of belonging to a group or family).
He thought that a major cause of one type of sui-
cide was that people lacked a sense of belonging
to a group. Thus, his theory can be restated as a
three-variable relationship: marital status (inde-
pendent variable) causes the degree of social in-
tegration (intervening variable), which affects
suicide (dependent variable). Specifying the
chain of causality makes the linkages in a theory
clearer and helps a researcher test complex ex-
planations.!

Simple theories have one dependent and
one independent variable, whereas complex the-
ories can contain dozens of variables with multi-
ple independent, intervening, and dependent
variables. For example, a theory of criminal be-
havior (dependent variable) identifies four inde-
pendent variables: an individual’s economic
hardship, opportunities to commit crime easily,
membership in a deviant subgroup of society
that does not disapprove of crime, and lack of

punishment for criminal acts. A multicause ex-
planation usually specifies the independent vari-
able that has the greatest causal effect.

A complex theoretical explanation contains
a string of multiple intervening variables that are
linked together. For example, family disruption
causes lower self-esteem among children, which
causes depression, which causes poor grades in
school, which causes reduced prospects for a
good job, which causes a lower adult income.
The chain of variables is: family disruption (in-
dependent), childhood self-esteem (interven-
ing), depression (intervening), grades in school
(intervening), job prospects (intervening), adult
income (dependent).

Two theories on the same topic may have
different independent variables or predict differ-
ent independent variables to be important. In
addition, theories may agree about the indepen-
dent and dependent variables but differ on the
intervening variable or causal mechanism. For
example, two theories say that family disruption
causes lower adult income, but for different rea-
sons. One theory holds that disruption encour-
ages children to join deviant peer groups that are
not socialized to norms of work and thrift.
Another emphasizes the impact of the disrup-
tion on childhood depression and poor acade-
mic performance, which directly affect job
performance.

A single research project usually tests only a
small part of a causal chain. For example, a re-
search project examining six variables may take
the six from a large, complex theory with two
dozen variables. Explicit links to a larger theory
strengthen and clarify a research project. This
applies especially for explanatory, basic research,
which is the model for most quantitative re-
search.

Causal Theory and Hypotheses

The Hypothesis and Causality. A hypothesis is
a proposition to be tested or a tentative state-
ment of a relationship between two variables.
Hypotheses are guesses about how the social
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W Five Characteristics of Causal
4.6 [k Hypotheses

1. It has at least two variables.

2. ltexpresses a causal or cause-effect relationship
between the variables.

3. It can be expressed as a prediction or an ex-
pected future outcome.

4. ltis logically linked to a research question and a
theory.

5. It is falsifiable; that is, it is capable of being
tested against empirical evidence and shown to
be true or false.

world works; they are stated in a value-neutral
form.

A causal hypothesis has five characteristics
(see Box 4.6). The first two characteristics define
the minimum elements of a hypothesis. The
third restates the hypothesis. For example, the
hypothesis that attending religious services re-
duces the probability of divorce can be restated
as a prediction: Couples who attend religious
services frequently have a lower divorce rate
than do couples who rarely attend religious ser-
vices. The prediction can be tested against em-
pirical evidence. The fourth characteristic states

_that the hypothesis should be logically tied to a
research question and to a theory. Researchers
test hypotheses to answer the research question
or to find empirical support for a theory. The
last characteristic requires that a researcher use
empirical data to test the hypothesis. Statements
that are necessarily true as a result of logic, or
questions that are impossible to answer through
empirical observation (e.g., What is the “good
life”? 1s there a God?) cannot be scientific hy-
potheses.

Testing and Refining Hypothesis. Knowledge
rarely advances on the basis of one test of a sin-
gle hypothesis. In fact, it is easy to get a distorted

picture of the research process by focusing on a
single research project that tests one hypothesis.
Knowledge develops over time as researchers
throughout the scientific community test many
hypotheses. It grows from shifting and winnow-
ing through many hypotheses. Fach hypothesis
represents an explanation of a dependent vari-
able. If the evidence fails to support some hy-
potheses, they are gradually eliminated from
consideration. Those that receive support re-
main in contention. Theorists and researchers
constantly create new hypotheses to challenge
those that have received support. Figure 4.3 rep-
resents an example of the process of shifting
through hypotheses over time.

Scientists are a skeptical group. Support for
a hypothesis in one research project is not suffi-
cient for them to accept it. The principle of repli-
cation says that a hypothesis needs several tests
with consistent and repeated support to gain
broad acceptance. Another way to strengthen
confidence in a hypothesis is to test related
causal linkages in the theory from which it
comes.

Types of Hypotheses. Hypotheses are linksin a
theoretical causal chain and can take several
forms. Researchers use them to test the direction
and strength of a relationship between variables.
When a hypothesis defeats its competitors, or of-
fers alternative explanations for a causal relation,
it indirectly lends support to the researcher’s ex-
planation. A curious aspect of hypothesis testing
is that researchers treat evidence that supports a
hypothesis differently from evidence that op-
poses it. They give negative evidence more im-
portance. The idea that negative evidence is
critical when evaluating a hypothesis comes
from the logic of disconfirming hypotheses.® It is
associated with Karl Popper’s idea of falsification
and with the use of null hypotheses (see later in
this section).

A hypothesis is never proved, but it can be
disproved. A researcher with supporting evi-
dence can say only that the hypothesis remains a
possibility or that it is still in the running. Nega-
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FIGURE 4.3
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How the Process of Hypotheses Testing Operates over Time

1966

There are five possible hypotheses.

1976

Two of the original five hypotheses
are rejected.
H A new one is developed.

1986

Two hypotheses are rejected.
Two new ones are developed.

1996

Three hypotheses are rejected.
A new one is developed.

2006

One hypothesis is rejected.
Two new ones are developed.

In 2006, 3 hypotheses are in contention, but from 1966 to 2006, 11 hypotheses were considered, and over

time, 8 of them were rejected in one or more tests.

tive evidence is more significant because the hy-
pothesis becomes “tarnished” or “soiled” if the
evidence fails to support it. This is because a hy-
pothesis makes predictions. Negative and dis-
confirming evidence shows that the predictions
are wrong. Positive or confirming evidence for a
hypothesis is less critical because alternative hy-
potheses may make the same prediction. A re-
searcher who finds confirming evidence for a
prediction may not elevate one explanation over
its alternatives.

For example, a man stands on a street cor-
ner with an umbrella and claims that his um-
brella protects him from falling elephants. His
hypothesis that the umbrella provides protec-
tion has supporting evidence. He has not had a
single elephant fall on him in all the time he has
had his umbrella open. Yet, such supportive ev-
idence is weak; it also is consistent with an alter-
native hypothesis—that elephants do not fall
from the sky. Both predict that the man will be
safe from falling elephants. Negative evidence
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for the hypothesis—the one elephant that falls
on him and his umbrella, crushing both—would
destroy the hypothesis for good.

Researchers test hypotheses in two ways: a
straightforward way and a null hypothesis way.
Many quantitative researchers, especially exper-
imenters, frame hypotheses in terms of a null hy-
pothesis based on the logic of the disconfirming
hypotheses. They test hypotheses by looking for
evidence that will allow them to accept or reject
the null hypothesis. Most people talk about a hy-
pothesis as a way to predict a relationship. The
null hypothesis does the opposite. It predicts no
relationship. For example, Sarah believes that
students who live on campus in dormitories get
higher grades than students who live off campus
and commute to college. Her null hypothesis is
that there is no relationship between residence
and grades. Researchers use the null hypothesis
with a corresponding alternative hypothesis or
experimental hypothesis. The alternative hy-
pothesis says that a relationship exists. Sarah’s
alternative hypothesis is that students’ on-cam-
pus residence has a positive effect on grades.

For most people, the null hypothesis ap-
proach is a backward way of hypothesis testing.
Null hypothesis thinking rests on the assump-
tion that researchers try to discover a relation-
ship, so hypothesis testing should be designed to
make finding a relationship more demanding. A
researcher who uses the null hypothesis ap-
proach only directly tests the null hypothesis. If
evidence supports or leads the researcher to ac-
cept the null hypothesis, he or she concludes that
the tested relationship does not exist. This im-
plies that the alternative hypothesis is false. On
the other hand, if the researcher can find evi-
dence to reject the null hypothesis, then the al-
ternative hypotheses remain a possibility. The
researcher cannot prove the alternative; rather,
by testing the null hypotheses, he or she keeps
the alternative hypotheses in contention. When
null hypothesis testing is added to confirming
evidence, the argument for an alterative hypoth-
esis can grow stronger over time.

Many people find the null hypothesis to be
confusing. Another way to think of it is that the
scientific community is extremely cautious. It
prefers to consider a causal relationship to be
false until mountains of evidence show it to be
true. This is similar to the Anglo- American legal
idea of innocent until proved guilty. A re-
searcher assumes, or acts as if, the null hypothe-
sis is correct until reasonable doubt suggests
otherwise. Researchers who use null hypotheses
generally use it with specific statistical tests (e.g.,
I-test or F-test). Thus, a researcher may say there
is reasonable doubt in a null hypothesis if a sta-
tistical test suggests that the odds of it being false
are 99 in 100. This is what a researcher means
when he or she says that statistical tests allow
him or her to “reject the null hypothesis at the
.01 level of significance.”

Aspects of Explanation

Clarity about Units and Levels of Analysis. It
is easy to become confused at first about the
ideas of units and levels of analysis. Neverthe-
less, they are important for clearly thinking
through and planning a research project. All
studies have both units and levels of analysis, but
few researchers explicitly identify them as such.
The levels and units of analysis are restricted by
the topic and the research question.

A level of analysis is the level of social reality
to which theoretical explanations refer. The level
of social reality varies on a continuum from mi-
cro level (e.g., small groups or individual
processes) to macro level (e.g., civilizations or
structural aspects of society). The level includes a
mix of the number of people, the amount of
space, the scope of the activity, and the length of
time. For example, an extreme micro-level
analysis can involve a few seconds of interaction
between two people in the same small room. An
extreme macro-level analysis can involve billions
of people on several continents across centuries.
Most social research uses a level of analysis that
lies between these extremes.



The level of analysis delimits the kinds of
assumptions, concepts, and theories that a re-
searcher uses. For example, [ want to study the
topic of dating among college students. I use a
micro-level analysis and develop an explana-
tion that uses concepts such as interpersonal
contact, mutual friendships, and common in-
terests. I think that students are likely to date
someone with whom they have had personal
contact in a class, share friends in common,
and share common interests. The topic and fo-
cus fit with a micro-level explanation because
they are targeted at the level of face-to-face in-
teraction among individuals. Another example
topic is how inequality affects the forms of vio-
lent behavior in a society. Here, I have chosen a
more macro-level explanation because of the
topic and the level of social reality at which it
operates. | am interested in the degree of in-
equality (e.g., the distribution of wealth, prop-
erty, income, and other resources) throughout
a society and in patterns of societal violence
(e.g., aggression against other societies, sexual
assault, feuds between families). The topic and
research question suggest macro-level concepts
and theories.

The unit of analysis refers to the type of unit
a researcher uses when measuring. Common
units in sociology are the individual, the group
(e.g., family, friendship group), the organization
(e.g., corporation, university), the social cate-
gory (e.g., social class, gender, race), the social
institution (e.g., religion, education, the family),
and the society (e.g., a nation, a tribe). Although
the individual is the most commonly used unit
of analysis, it is by no means the only one. Dif-
ferent theories emphasize one or another unit of
analysis, and different research techniques are
associated with specific units of analysis. For ex-
ample, the individual is usually the unit of analy-
sis in survey and experimental research.

As an example, the individual is the unit of
analysis in a survey in which 150 students are
asked to rate their favorite football player. The
individual is the unit because each individual
student’s response is recorded. On the other

hand, a study that compares the amounts differ-
ent colleges spend on their football programs
would use the organization (the college) as the
unit of analysis because the spending by colleges
is being compared and each college’s spending is
recorded.

Researchers use units of analysis other than
individuals, groups, organizations, social cate-
gories, institutions, and societies. For example, a
researcher wants to determine whether the
speeches of two candidates for president of the
United States contain specific themes. The re-
searcher uses content analysis and measures the *
themes in each speech of the candidates. Here,
the speech is the unit of analysis. Geographic
units of analysis are also used. A researcher in-
terested in determining whether cities that have
a high number of teenagers also have a high rate
of vandalism would use the city as the unit of
analysis. This is because the researcher measures
the percentage of teenagers in each city and the
amount of vandalism for each city.

The units of analysis determine how a re-
searcher measures variables or themes. They also
correspond loosely to the level of analysis in an
explanation. Thus, social-psychological or micro
levels of analysis fit with the individual as a unit of
analysis, whereas macro levels of analysis fit with
the social category or institution as a unit. Theo-
ries and explanations at the micro leve] generally
refer to features of individuals or interactions
among individuals. Those at the macro level refer
to social forces operating across a society or rela-
tions among major parts of a society as a whole.

Researchers use levels and units of analysis
to design research projects, and being aware of
them helps researchers avoid logical errors. For
example, a study that examines whether colleges
in the North spend more on their football pro-
grams than do colleges in the South implies that
aresearcher gathers information on spending by
college and the location of each college. The unit
of analysis—the organization or, specifically, the
college—flows from the research problem and
tells the researcher to collect data from each
college.
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Researchers choose among different units
or levels-of analysis for similar topics or research
questions. For example, a researcher could con-
duct a project on the topic of patriarchy and vi-
olence with society as the unit of analysis for the
research question, “Are patriarchal societies
more violent?” He or she would collect data on
societies and classify each society by its degree of
patriarchy and its level of violence. On the other
hand, if the research question was “Is the degree
of patriarchy within a family associated with vi-
olence against a spouse?” the unit of analysis
could be the group or the family, and a more mi-
cro level of analysis would be appropriate. The
researcher could collect data on families by mea-
suring the degree of patriarchy within different
families and the level of violence between
spouses in these families. The same topic can be
addressed with different levels and units of
analysis because patriarchy can be a variable that
describes an entire society, or it can describe so-
cial relations within one family. Likewise, vio-
lence can be defined as general behavior across a
society, or as the interpersonal actions of one
spouse toward the other.

Ecological Fallacy. 'The ecological fallacy arises
from a mismatch of units of analysis. It refers to
a poor fit between the units for which a re-
searcher has empirical evidence and the units
for which he or she wants to make statements. It
is due to imprecise reasoning and generalizing
beyond what the evidence warrants. Ecological
fallacy occurs when a researcher gathers data at
a higher or an aggregated unit of analysis but
wants to make a statement about a lower or
disaggregated unit. It is a fallacy because what
happens in one unit of analysis does not always
hold for a different unit of analysis. Thus, if a re-
searcher gathers data for large aggregates (e.g.,
organizations, entire countries, etc.) and then
draws conclusions about the behavior of indi-
viduals from those data, he or she is commit-
ting the ecological fallacy. You can avoid this
error by ensuring that the unit of analysis you
use in an explanation is the same as or very close

to the unit on which you collect data (see Box
4.7).

Example. Tomsville and Joansville each have
about 45,000 people living in them. Tomsville
has a high percentage of upper-income people.
Over half of the households in the town have
family incomes of over $200,000. The town also
has more motorcycles registered in it than any
other town of its size. The town of Joansville has
many poor people. Half its households live be-

Researchers have criticized the famous study Suicide
([1897] 1951) by Emile Durkheim for the ecologij-
cal fallacy of treating group data as though they were
individual-level data. In the study, Durkheim com-
pared the suicide rates of Protestant and Catholic
districts in nineteenth-century western Europe and
explained observed differences as due to differences
between people’s beliefs and practices in the two re-
ligions. He said that Protestants had a higher suicide
rate than Catholics because they were more individ-
ualistic and had lower social integration. Durkheim
and early researchers only had data by district. Since
people tended to reside with others of the same re-
ligion, Durkheim used group-level data (i.e., region)
for individuals.

Later researchers (van Poppel and Day, 1996)
reexamined nineteenth-century suicide rates only
with individual-level data that they discovered for
some areas. They compared the death records and
looked at the official reason of death and religion,
but their results differed from Durkheim's. Appar-
ently, local officials at that time recorded deaths dif-
ferently for people of different religions. They
recorded “unspecified” as a reason for death far more
often for Catholics because of a strong moral prohi-
bition against suicide among Catholics. Durkheim’s
larger theory may be correct, yet the evidence he
had to test it was weak because he used data aggre-
gated at the group level while trying to explain the
actions of individuals.
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low the poverty line. It also has fewer motorcy-
cles registered in it than any other town its size.
Butitis a fallacy to say, on the basis of this infor-
mation alone, that rich people are more likely to
own motorcycles or that the evidence shows a
relationship between family income and motor-
cycle ownership. The reason is that we do not
know which families in Tomsville or Joansville
own motorcycles. We only know about the two
variables—average income and number of mo-
torcycles—for the towns as a whole. The unit of
analysis for observing variables is the town as a
whole. Perhaps all of the low- and middle-in-
come families in Tomsville belong to a motorcy-
cle club, and not a single upper-income family
belongs. Or perhaps one rich family and five
poor ones in Joansville each own motorcycles.
In order to make a statement about the rejation-
ship between family ownership of motorcycles
and family income, we have to collect informa-
tion on families, not on towns as a whole.

Reductionism. Another problem involving
mismatched units of analysis and imprecise rea-
soning about evidence is reductionism, also
called the fallacy of nonequivalence (see Box 4.8).
This error occurs when a researcher explains
macro-level events but has evidence only about
specific individuals. It occurs when a researcher
observes a lower or disaggregated unit of analysis
but makes statements about the operations of
higher or aggregated units. It is a mirror image of
the mismatch error in the ecological fallacy. A
researcher who has data on how individuals be-
have but makes statements about the dynamics
of macro-level units is committing the error of
reductionism. It occurs because it is often easier
to get data on concrete individuals. Also, the op-
eration of macro-level units is more abstract and
nebulous. As with the ecological fallacy, you can
avoid this error by ensuring that the unit of
analysis in your explanation is very close to the
one for which you have evidence.

Researchers who fail to think precisely
about the units of analysis and those who do not
couple data with the theory are likely to commit

the ecological fallacy or reductionism. They
make a mistake about the data appropriate for a
research question, or they may seriously over-
generalize from the data.

You can make assumptions about units of
analysis other than the ones you study empiri-
cally. Thus, research on individuals rests on as-
sumptions that individuals act within a set of
social institutions. Research on social institu-
tions is based on assumptions about individual
behavior. We know that many micro-level units
form macro-level units. The danger is that it is
easy to slide into using the causes or behavior of
micro units, such as individuals, to explain the
actions of macro units, such as social institu-
tions. What happens among units at one level
does not necessarily hold for different units of
analysis. Sociology is a discipline that rests on
the fundamental belief that a distinct level of so-
cial reality exists beyond the individual. Expla-
nations of this level require data and theory that
go beyond the individual alone. The causes,
forces, structures, or processes that exist among
macro units cannot be reduced to individual
behavior.

Example. Why did World War I occur? You
may have heard that it was because a Serbian
shot an archduke in the AustroHungarian Em-
pire in 1914. This is reductionism. Yes, the as-
sassination was a factor, but the macro-political
event between nations—war—cannot be re-
duced to a specific act of one individual. If it
could, we could also say that the war occurred
because the assassin’s alarm clock worked and
woke him up that morning. Ifit had not worked,
there would have been no assassination, so the
alarm clock caused the war! The event, World
War I, was much more complex and was due to
many social, political, and economic forces that
came together at a point in history. The actions
of specific individuals had a role, but only a mi-
nor one compared to these macro forces. Indi-
viduals affect events, which eventually, ir
combination with larger-scale social forces anc
organizations, affect others and move nations,
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Box

l 4.8 ~ Error of Reductionism

Suppose you pick up a book and read the following:

American race relations changed dramatically during the
Civil Rights Era of the 1960s. Attitudes among the ma-
jority, white population shifted to greater tolerance as
laws and court rulings changed across the nation. Op-
portunities that had been legally and officially closed to
all but the white population—in the areas of housing,
jobs, schooling, voting rights, and so on—were opened
to people of all races. From the Brown vs. Board of Ed-
ucation decision in 1955, to the Civil Rights Act of
1964, to the War on Poverty from 1966 to 1968, a
new, dramatic outlook swept the country. This was the
result of the vision, dedication, and actions of America’s
foremost civil rights leader, Dr. Martin Luther King jr.

This says: dependent variable = major change in
U.S. race relations over a 10- to 13-year period;
independent variable = King's vision and actions.

If you know much about the civil rights era, you
see a problem. The entire civil rights movement and
its successes are attributed to a single individual. Yes,
one individual does make a difference and helps build
and guide a movement, but the movement is missing.
The idea of a social-palitical movement as a causal
force is reduced to its major leader. The distinct so-
cial phenomenon—a movement—is obscured. Lost
are the actions of hundreds of thousands of people
(marches, court cases, speeches, prayer meetings,
sit-ins, rioting, petitions, beatings, etc.) involved in
advancing a shared goal and the responses to them.

The movement's ideology, popular mobilization, pol-
itics, organization, and strategy are absent. Related
macro-level historical events and trends that may
have influenced the movement (e.g., Vietnam War
protest, mood shift with the killing of John F.
Kennedy, African American separatist politics, African
American migration to urban North) are also ignored.

This error is not unique to historical explanations.
Many people think only in terms of individual actions
and have an individualist bias, sometimes called
methodological individualism. This is especially true in
the extremely individualistic U.S. culture. The error is
that it disregards units of analysis or forces beyond
the individual. The error of reductionism shifts expla-
nation to a much lower unit of analysis. One could
continue to reduce from an individual’s behavior to
biological processes in a person, to micro-level neu-
rochemical activities, to the subatomic level.

Most people live in “social worlds” focused on lo-
cal, immediate settings and their interactions with a
small set of others, so their everyday sense of reality
encourages seeing social trends or events as individ-
ual actions or psychological processes. Often, they
become blind to more abstract, macro-level enti-
ties—social forces, processes, organizations, institu-
tions, movements, or structures. The idea that all
social actions cannot be reduced to individuals alone
is the core of saciclogy. In his classic work Suicide,
Emile Durkheim fought methodological individualism
and demonstrated that larger, unrecognized social
forces explain even highly individual, private actions.

but individual actions alone are not the cause.
Thus, it is likely that a war would have broken
out at about that time even if the assassination
had not occurred.

Spuriousness. To call a relationship between
variables spurious means that it is false, a mirage.
Researchers get excited if they think they have
found a spurious relationship because they can
show that what appears on the surface is false

and a more complex relation exists. Any associ-
ation between two variables might be spurious,
so researchers are cautious when they discover
that two variables are associated; upon further
investigation, it may not be the basis for a real
causal relationship. It may be an illusion, just
like the mirage that resembles a pool of water on
a road during a hot day.

Spuriousness occurs when two variables ap-
pear to be associated but are not causally related
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Box

4.9

For many years, researchers observed a strong posi-
tive association between the use of a night-light and
children who were nearsighted. Many thought that
the night-light was somehow causing the children to
develop vision problems (illustrated as a below).
Other researchers could think of no reason for a
causal link between night-light use and developing
nearsightedness. A 1999 study provided the answer.
It found that nearsighted parents are more likely to
use night-lights; they also genetically pass on their vi-
sion deficiency to their children. The study found no
link between night-light use and nearsightedness
once parental vision was added to the explanation
(see b below). Thus the initial causal link was mis-
leading or spurious (from New York Times, May 22,
2001).

Night-Lights and Spuriotisness-

a. Initial relationship

Night-Light Usage [———» Nearsighted

POSITIVE ASSOCIATION

b. Addition of the missing true causal factor

Parents Nearsighted

Real Cause¢

Night-Light Usage

Real Cause

Nearsighted

SPURIOUS ASSOCIATION

because an unseen third factor is the real cause
(see Box 4.9). The unseen third or other variable
is the cause of both the independent and the de-
pendent variable in the apparent but illusionary
relationship and accounts for the observed asso-
ciation. In terms of conditions for causality, the
unseen factor is a more powerful alternative
explanation.

You now understand that you should be
wary of correlations or associations, but how can

you tell whether a relationship is spurious, and
how do you find out what the mysterious third
factor is? You will need to use statistical tech-
niques (discussed later in this book) to test
whether an association is spurious. To use them,
you need a theory or at least a guess about possi-
ble third factors. Actually, spuriousness is based
on commonsense logic that you already use. For
example, you already know that there is an asso-
ciation between the use of air conditioners and
ice cream cone consumption. If you measured
the number of air conditioners in use and the
number of ice cream cones sold for each day, you
would find a strong correlation, with more cones
sold on the days when more air conditioners are
in use. But you know that eating ice cream cones
does not cause people to turn on air condition-
ers. Instead, both variables are caused by a third
factor: hot days. You could verify the same thing
through statistics by measuring the daily temper-
ature as well as ice cream consumption and air
conditioner use. In social research, opposing the-
ories help people figure out which third factors
are relevant for many topics (e.g., the causes of
crime or the reasons for war or child abuse).

Example 1. Some people say that taking illegal
drugs causes suicide, school dropouts, and vio-
lent acts. Advocates of “drugs are the problem”
position point to the positive correlations be-
tween taking drugs and being suicidal, dropping
out of school, and engaging in violence. They ar-
gue that ending drug use will greatly reduce sui-
cide, dropouts, and violence. Others argue that
many people turn to drugs because of their emo-
tional problems or high levels of disorder of their
communities (e.g., high unemployment, unsta-
ble families, high crime, few community services,
lack of civility). The people with emotional prob-
lems or who live in disordered communities are
also more likely to commit suicide, drop out, and
engage in violence. This means that reducing
emotional problems and community disorder
will cause illegal drug use, dropping out, suicide,
and violence all to decline greatly. Reducing drug
taking alone will have only a limited effect be-
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cause it ignores the root causes. The “drugs are
the problem” argument is spurious because the
initial relationship between taking illegal drugs
and the problems is misleading. The emotional
problems and community disorder are the true
and often unseen causal variables.

Example 2. In the United States and Canada,
we observe an empirical association between
students classified as being in a non-White racial
category and scoring lower academic tests
{compared to students classifed as in a White
category). The relationship between racial classi-
fication and test scores is illusionary, because a
powerful and little-recognized variable is the
true cause of both the racial classification and
the test scores (see Figure 4.4). In this case, the
true cause operates directly on the independent
variable (racial classification) but indirectly
through an intervening process on the depen-
dent variable (test scores). A belief system that is
based on classifying people as belonging to racial
groups and assigning great significance to super-
ficial physical appearance, such as skin color, is
the basis of what people call “race.” Such a belief
system also is the basis for prejudice and dis-
criminatory behavior. In such a situation, people
are seen as belonging to different races and

treated differently because of it, such as having
different job opportunities and housing choices.
Discriminated-against people who are in some
racial categories find limits in their housing
choices. This means they get separated or
grouped together in undesirable areas. Poor
housing gets combined with unequal schooling,
such that the lowest-quality schools are located
in areas with the least desirable housing. Since
the relationship between school quality and test
scores is very strong, students from families liv-
ing in less desirable housing areas with low-qual-
ity schools get lower test scores.

We can now turn from the errors in causal
explanation to avoid and more to other issues
involving hypotheses. Table 4.2 provides a re-
view of the major errors.

From the Research Question to
Hypotheses

It is difficult to move from a broad topic to hy-
potheses, but the leap from a well-formulated
research question to hypotheses is a short one,
Hints about hypotheses are embedded within a
good research question. In addition, hypotheses
are tentative answers to research questions (see
Box 4.10).

FIGURE 4.4
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Example of a Spurious Relationship between Belonging to a Non-

White “Race” and Getting Low Academic Test Scores

Students treated as belonging to
a racial social category (“White”

ri A iation
Spurious s_s?_c_ _______________ P - Lower scores on

academic tests

or “Non-White") based on
superficial physical appearance

Real
Cause

Societywide racist beliefs and Real
treatment of social categories Cause
as if they had an
inherent-biological basis

Discrimination against
non-Whites in jobs
and housing

Segregated housing

Non-Whites attend
\ﬂver-quality schools

for non-Whites
than for Whites
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Cause
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TABLE 4.2
Type of Error Short Definition
Ecological Fallacy

that is stated.

Reductionism

that is stated.

Spuriousness

dependent variable.

The empirical observations are at too
high a level for the causal relationship

The empirical observations are at too
low a leve! for the causal relationship

An unseen third variable is the actual
cause of both the independent and

Summary of Errors in Explanation

Example

New York has a high crime rate. Joan
lives in New York. Therefore, she
probably stole my watch.

Because Steven lost his job and did not
buy a new car, the country entered a
long economic recession.

Hair length is associated with TV
programs. People with short hair prefer
watching football; people with long hair
prefer romance stories. (Unseen: Gender)

Box

Bad Research Questions

Not Empirically Testable, Nonscientific Questions
m Should abortion be legal?

m s it right to have capital punishment?

General Topics, Not Research Questions
® Treatment of alcohol and drug abuse

m Sexuality and aging

Set of Variables, Not Questions

m Capital punishment and racial discrimination
B Urban decay and gangs

Too Vague, Ambiguous

& Do police affect delinquency?

B What can be done to prevent child abuse?

Need to Be Still More Specific
B Has the incidence of child abuse risen?

® How does poverty affect children?

B What problems do children who grow up in
poverty experience that others do not?

410 Examples of Bad and Good Research Questions

Good Research Questions

Exploratory Questions
m Has the actual incidence of child abuse changed in
Wisconsin in the past 10 years?

Descriptive Questions

m Is child abuse, violent or sexual, more common in
families that have experienced a divorce than in
intact, never-divorced families?

m Are the children raised in poverty households
more likely to have medical, learning, and social-
emotional adjustment difficulties than nonpoverty
children?

Explanatory Questions

® Does the emotional instability created by experi-
encing a divorce increase the chances that di-
vorced parents will physically abuse their
children?

B s a lack of sufficent funds for preventive treat-
ment a major cause of more serious medical prob-
lems among children raised in families in poverty?
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Consider an example research question: “Is
age at marriage associated with divorce?” The
question contains two variables: “age at mar-
riage” and “divorce.” To develop a hypothesis, a
researcher asks, “Which is the independent vari-
able?” The independent variable is “age at mar-
riage” because marriage must logically precede
divorce. The researcher also asks, “What is the
direction of the relationship?” The hypothesis
could be: “The lower the age at time of marriage,
the greater the chances that the marriage will
end in divorce.” This hypothesis answers the re-
search question and makes a prediction. Notice
that the research question can be reformulated
and better focused now: “Are couples who
marry younger more likely to divorce?”

Several hypotheses can be developed for one
research question. Another hypothesis from the
same research question is: “The smaller the dif-
ference between the ages of the marriage part-
ners at the time of marriage, the less likely that
the marriage will end in divorce.” In this case,
the variable “age at marriage” is specified
differently.

Hypotheses can specify that a relationship
holds under some conditions but not others. For
example, a hypothesis states: “The lower the age
of the partners at time of marriage, the greater
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the chances that the marriage will end in divorce,
unless it is a marriage between members of a
tight-knit traditional religious community in
which early marriage is the norm.”

Formulating a research question and a hy-
pothesis do not have to proceed in fixed stages. A
researcher can formulate a tentative research
question, then develop possible hypotheses; the
hypotheses then help the researcher state the re-
search question more precisely. The process is
interactive and involves creativity.

You may be wondering: Where does theory
fit into the process of moving from a topic to a
hypothesis I can test? Recall from Chapter 2 that
theory takes many forms. Researchers use gen-
eral theoretical issues as a source of topics. The-
ories provide concepts that researchers turn into
variables as well as the reasoning or mechanism
that helps researchers connect variables into a
research question. A hypothesis can both answer
a research question and be an untested proposi-
tion from a theory. Researchers can express a hy-
pothesis at an abstract, conceptual level or
restate it in a more concrete, measurable form.

Examples of specific studies may help to il-
lustrate the parts of the research process. For ex-
amples of three quantitative studies, see Table
4.3; for two qualitative studies, see Table 4.4.

TABLE 4.3

Examples of Quantitative Studies

Goar, Carla and Jane
Sell. 2005. “Using Task
Definition to Modify
Racial Inequality Within
Task Groups”
Sociological Quarterly
46:525-543.

Study Citation (using
ASA format style)

Methodological
Technique

Experiment

Musick, Mark, John
Wilson, and William
Bynum. 2000. “Race
and Formal
Volunteering: The
Differential Effects of
Class and Religion”
Social Forces 7 8:
1539-70.

Lauzen, Martha M. and
David M. Dozier. 2005.
“Maintaining the Double
Standard: Portrayals of
Age and Gender in
Popular Films.” Sex Roles
52:437-446.

Survey Content Analysis

(continued)
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TABLE 4.3 (Continued)

Topic

Research Question

Main Hypothesis
Tested

Main Independent
Variable(s)

Main Dependent
Variable(s)

Unit of Analysis

Mixed race group
working on a task. A
test of “expectation
states theory”

If a group is presented
with a task that is
complex and requires
many diverse skills, does
this result in greater
equality in participation
across racial groups
because people believe
different racial groups
possess different skills?

Groups exposed to
instructions that
suggest complex and
diverse skills are
required to complete a
task will show less racial
inequality in their
operations to complete
a task than groups
without such
instructions.

Whether groups were
told they were to a
complete a complex
task that requires
diverse skills or not.

The amount of
time/involvement by
people of different
races to resolve a group
task.

Mixed race task group

Rates of volunteering by
White and Black adults

Do different kinds of
resources available to
Blacks and Whites
explain why Blacks are
less likely to volunteer?

For Whites and Blacks,
sodcial class and religion
affect whether a person
volunteers in different
ways.

Social class, religious
attendance, race.

Whether a person said
he or she volunteered
for any of five
organizations (religious,
education, political or
labor, senior citizen, or
local).

Individual adult

Age and Gender
Stereotypes in U.S.
Mass Media

Do contemporary films
show a double standard,
in which males acquire
greater status and
leadership as they age,
while females are not
permittted to gain
status and leadership
with increased age?

As with past popular
U.S. films and in other
popular mass media, a
double standard still
exists.

The age and gender of
major film characters.

Whether a character has
a leadership role, high
occupational status, and
goals.

The movie



CHAPTER 4 / REVIEWING THE SCHOLARLY LITERATURE AND PLANNING A STUDY 105

TABLE 4.3 (Continued)

5 _J

Specific Units in the
Study

Universe

90 undergraduate
females in 3-person
groups comprised of
one Black and two
White students.

All task groups that
have a diverse set of
members.

Random sample of
2,867 U.S. adults
interviewed twice
{panel) in 1986 and
1989.

All adult Whites and
Blacks in the United
States.

100 top-grossing
domestic U.S. films in
2002.

Al films.

TABLE 4.4 Examples of Qualitative Studies

—

Study Citation (using ASA
format style)

Methodological Technique
Topic

Research Question

Lu, Shun and Gary Fine. 1995.
“The Presentation of Ethnic
Authenticity: Chinese Food as a
Social Accomplishment”
Sociological Quarterly
36:535-53.

Field Research

The ways ethnic cultures are
displayed within the boundaries
of being acceptable in the United
States and how they deploy
cultural resources.

How do Chinese restaurants
present food to balance, giving a
feeling of cultural authenticity
and yet satisfying non-Chinese
U.S. customers?

Molotch, Harvey, William
Freudenburg, and Krista Paulsen.
2000. “History Repeats ltself,
but How? City Character, Urban
Tradition, and the
Accomplishment of Place.”
American Sociological Review

65:791-823.

Historical-Comparative Research

The ways cities develop a distinct
urban “character.”

Why did the California cities of
Santa Barbara and Ventura,
which appear very similar on the
surface, develop very different
characters?

(continued)
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TABLE 4.4 (Continued)

i

Grounded Theory

Social Process

Ethnic restaurants Americanize
their food to fit local tastes but
also construct an impression of
authenticity. It is a negotiated
process of meeting the
customer’s expectations/taste
conventions and the desire for an
exotic and authentic eating
experience.

Restaurants make modifications
to fit available ingredients, their
market niche, and the cultural
and food tastes of local

The authors used two
concepts—"lash up” (interaction
of many factors) and structure
(past events create constraints
on subsequent ones)—to
elaborate on character and
tradition. Economic, political,
cultural, and social factors
combine to create distinct
cultural-economic places. Similar
forces can have opposite results
depending on context.

Conditions in the two cities
contributed to two different
economic development
responses to the oil industry and

customers.

Social Context or Field Site

Chinese restaurants, especially
four in Athens, Georgia.

highway development. The city
of Ventura formed an industrial-
employment base around the oil
industry and encouraged new
highways. The city of Santa
Barbara limited both the oil
industry and highway growth. It
instead focused on creating a
strong tourism industry.

The middle part of California’s
Pacific coast over the past 100
years.

CONCLUSION

In this chapter, you encountered the ground-
work to begin a study. You saw how differences
in the qualitative and quantitative styles or ap-
proaches to social research direct a researcher to
prepare for a study differently. All social re-
searchers narrow their topic into a more specific,
focused research question. The styles of research
suggest a different form and sequence of deci-
sions, and different answers to when and how to

focus the research. The style that a researcher
uses will depend on the topic he or she selects,
the researcher’s purpose and intended use of
study results, the orientation toward social sci-
ence that he or she adopts, and the individual re-
searcher’s own assumptions and beliefs.
Quantitative researchers take a linear path
and emphasize objectivity. They tend to use ex-
plicit, standardized procedures and a causal ex-
planation. Their language of variables and
hypotheses is found across many other areas of
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science. The process is often deductive with a se-
quence of discrete steps that precede data collec-
tion: Narrow the topic to a more focused
question, transform nebulous theoretical con-
cepts into more exact variables, and develop one
or more hypotheses to test. In actual practice, re-
searchers move back and forth, but the general
process flows in a single, linear direction. In ad-
dition, quantitative researchers take special care
to avoid logical errors in hypothesis develop-
ment and causal explanation.

Qualitative researchers follow a nonlinear
path and emphasize becoming intimate with the
details of a natural setting or a particular cul-
tural-historical context. They use fewer stan-
dardized procedures or explicit steps, and often
devise on-the-spot techniques for one situation
or study. Their language of cases and contexts
directs them to conduct detailed investigations
of particular cases or processes in their search for
authenticity. They rarely separate planning and
design decisions into a distinct pre—data collec-
tion stage, but continue to develop the study de-
sign throughout early data collection. The
inductive qualitative style encourages a slow,
flexible evolution toward a specific focus based
on a researcher’s ongoing learning from the
data. Grounded theory emerges from the re-
searcher’s continuous reflections on the data.

Too often, the qualitative and quantitative
distinction is overdrawn and presented as a rigid
~ dichotomy. Adherents of one style of social re-
 search frequently judge the other style on the ba-
sis of the assumptions and standards of their
own style. The quantitative researcher demands
to know the variables used and the hypothesis
tested. The qualitative researcher balks at turn-
ing humanity into cold numbers. The challenge
for the well-versed, prudent social researcher is
to understand and appreciate each style or ap-
proach on its own terms, and to recognize the

strengths and limitations of each. The ultimate
goal is to develop a better understanding and ex-
planation of events in the social world. This
comes from an appreciation of the value that
each style has to offer.

Key Terms

abstract

alternative hypothesis
attributes

citation

dependent variable
ecological fallacy
first-order interpretation
hypothesis

independent variable
intervening variable

level of analysis

linear research path
literature review
nonlinear research path
null hypothesis
reductionism
second-order interpretation
spuriousness

third-order interpretation
unit of analysis

universe

variable

Endnotes

1. For a discussion of the “logic of the disconfirm-
ing hypothesis,” see Singleton and associates
(1988:456—460).

2. See Bailey (1987:43) for a discussion.
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INTRODUCTION

You may have heard of the Stanford Binet IQ test
to measure intelligence, the Index of Dissimilarity
to measure racial segregation, the Poverty Line to
measure whether one is poor, or Uniform Crime
Reports to measure the amount of crime, When
social researchers test a hypothesis, evaluate an
explanation, provide empirical support for a the-
ory, or systematically study an applied issue or
some area of the social world, they measure con-
cepts and variables. How social researchers mea-
sure the numerous aspects of the social world—
such as intelligence, segregation, poverty, crime,
self-esteem, political power, alienation, or racial
prejudice—is the focus of this chapter.

Quantitative researchers are far more con-
cerned about measurement issues than are qual-
itative researchers. They treat measurement as a
distinct step in the research process that occurs
prior to data collection, and have developed spe-
cial terminology and techniques for it. Using a
deductive approach, they begin with a concept
then create empirical measures that precisely
and accurately capture it in a form that can be
expressed in numbers.

Qualitative researchers approach measure-
ment very differently. They develop ways to cap-
ture and express variable and nonvariable
concepts using various alternatives to numbers.
They often take an inductive approach, so they
measure features of social life as part of a process
that integrates creating new concepts or theories
with measurement.

How people conceptualize and operational-
ize variables can significantly affect social issues
beyond concerns of research methodology. For
example, psychologists debate the meaning and
measurement of intelligence. Most intelligence
tests that people use in schools, on job applica-
tions, and in making statements about racial or
other inherited superiority measure only ana-
lytic reasoning (i.e., one’s capacity to think ab-
stractly and to infer logically). Yet, many argue
that there are other types of intelligence in addi-
tion to analytic. Some say there is practical and

creative intelligence. Others suggest more types,
such as social-interpersonal, emotional, body-
kinesthetic, musical, or spatial. If there are many
forms of intelligence but people narrowly limit
measurement to one type, it seriously restricts
how schools identify and nurture learning; how
larger society evaluates, promotes, and recog-
nizes the contributions of people; and how a so-
ciety values diverse human abilities.

Likewise, different policymakers and re-
searchers conceptualize and operationalize poverty
differently. How people measure poverty will
determine whether people get assistance from
numerous social programs (e.g., subsidized
housing, food aid, health care, child care, etc.).
For example, some say that people are poor only
if they cannot afford the food required to pre-
vent malnutrition. Others say that people are
poor if they have an annual income that is less
than one-half of the average (median) income.
Still others say that people are poor if they earn
below a “living wage” based on a judgment
about the income needed to meet minimal com-
munity standards of health, safety, and decency
in hygiene, housing, clothing, diet, transporta-
tion, and so forth. Decisions about how to con-
ceptualize and measure a variable—poverty—
can greatly influence the daily living conditions
of millions of people.

WHY MEASURE?

We use many measures in our daily lives. For ex-
ample, this morning I woke up and hopped onto
a bathroom scale to see how well my diet is
working. I glanced at a thermometer to find out
whether to wear a coat. Next, I got into my car
and checked the gas gauge to be sure I could
make it to campus. As I drove, I watched the
speedometer so I would not get a speeding
ticket. By 8:00 a.m., I had measured weight, tem-
perature, gasoline volume, and speed—all mea-
sures about the physical world. Such precise,
well-developed measures, which we use in daily
life, are fundamental in the natural sciences.
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We also measure the nonphysical world in
everyday life, but usually in less exact terms.
We are measuring when we say that a restau-
rant is excellent, that Pablo is really smart, that
Karen has a negative attitude toward life, that
Johnson is really prejudiced, or that the movie
last night had a lot of violence in it. However,
such everyday judgments as “really preju-
diced” or “a lot of violence” are imprecise,
vague measures.

Measurement also extends our senses. The
astronomer or biologist uses the telescope or the
microscope to extend natural vision. In contrast
to our senses, scientific measurement is more
sensitive, varies less with the specific observer,
and yields more exact information. You recog-
nize that a thermometer gives more specific, pre-
cise information about temperature than touch
can. Likewise, a good bathroom scale gives you
more specific, constant, and precise information
about the weight of a 5-year-old girl than you get
by lifting her and calling her “heavy” or “light.”
Social measures provide precise information
about social reality.

In addition, measurement helps us observe
what is otherwise invisible. Measurement ex-
tends human senses. It lets us observe things that
were once unseen and unknown but were pre-
dicted by theory.

Before you can measure, you need a clear
idea about what you are interested in. For exam-
ple, you cannot see or feel magnetism with your
natural senses. Magnetism comes from a theory
about the physical world. You observe its effects
indirectly; for instance, metal flecks move near a
magnet. The magnet allows you to “see” or mea-
sure the magnetic fields. Natural scientists have
invented thousands of measures to “see” very
tiny things (molecules or insect organs) or very
large things (huge geological land masses or
planets) that are not observable through ordi-
nary senses. In addition, researchers are con-
stantly creating new measures.

Some of the things a social researcher is in-
terested in measuring are easy to see (e.g., age,
sex, skin color, etc.), but most cannot be directly

observed (e.g., attitudes, ideology, divorce rates,
deviance, sex roles, etc.). Like the natural scien-
tist who invents indirect measures of the “invis-
ible” objects and forces of the physical world, the
social researcher devises measures for difficult-
to-observe aspects of the social world.

QUANTITATIVE AND
QUALITATIVE MEASUREMENT

Both qualitative and quantitative researchers use
careful, systematic methods to gather high-qual-
ity data. Yet, differences in the styles of research
and the types of data mean they approach the
measurement process differently. The two ap-
proaches to measurement have three distinctions.

One difference between the two styles in-
volves timing. Quantitative researchers think
about variables and convert them into specific
actions during a planning stage that occurs be-
fore and separate from gathering or analyzing
data. Measurement for qualitative researchers
occurs during the data collection process.

A second difference involves the data itself.
Quantitative researchers develop techniques that
can produce quantitative data (i.e., data in the
form of numbers). Thus, the researcher moves
from abstract ideas to specific data collection
techniques to precise numerical information
produced by the techniques. The numerical in-
formation is an empirical representation of the
abstract ideas. Data for qualitative researchers
sometimes is in the form of numbers; more of-
ten, it includes written or spoken words, actions,
sounds, symbols, physical objects, or visual im-
ages (e.g., maps, photographs, videos, etc.). The
qualitative researcher does not convert all obser-
vation into a single medium such as numbers.
Instead, he or she develops many flexible, ongo-
ing processes to measure that leaves the data in
various shapes, sizes, and forms.

All researchers combine ideas and data to
analyze the social world. In both research styles,
data are empirical representations of concepts,
and measurement links data to concepts. A third
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difference is how the two styles make such link-
ages. Quantitative researchers contemplate and
reflect on concepts before they gather any data.
They construct measurement techniques that
bridge concepts and data.

Qualitative researchers also reflect on ideas
before data collection, but they develop many, if
not most, of their concepts during data collec-
tion. The qualitative researcher reexamines and
evaluates the data and concepts simultaneously
and interactively. Researchers start gathering
data and creating ways to measure based what
they encounter. As they gather data, they reflect
on the process and develop new ideas.

PARTS OF THE MEASUREMENT
PROCESS

When a researcher measures, he or she links
a concept, idea, or construct! to a measure (i.e.,
a technique, a process, a procedure, etc.) by
which he or she can observe the idea empirically.
Quantitative researchers primarily follow a de-
ductive route. They begin with the abstract idea,
follow with a measurement procedure, and end
with empirical data that represent the ideas.
Qualitative researchers primarily follow an in-
ductive route. They begin with empirical data,
follow with abstract ideas, relate ideas and data,
and end with a mixture of ideas and data. Actu-
ally, the process is more interactive in both styles
of research. As a quantitative researcher devel-
ops measures, the constructs become refined
and clearer, and as the researcher applies the
measures to gather data, he or she often adjusts
the measurement technique. As a qualitative re-
searcher gathers data, he or she uses some preex-
isting ideas to assist in data collection, and will
then mix old with new ideas that are developed
from the data.

Both qualitative and quantitative researchers
use two processes: conceptualization and opera-
tionalization in measurement. Conceptualizati-
on is the process of taking a construct and
refining it by giving it a conceptual or theoretical

definition. A conceptual definition is a definition
in abstract, theoretical terms. It refers to other
ideas or constructs. There is no magical way to
turn a construct into a precise conceptual defin-
ition. It involves thinking carefully, observing
directly, consulting with others, reading what
others have said, and trying possible definitions.

How might I develop a conceptual defini-
tion of the construct prejudice? When beginning
to develop a conceptual definition, researchers
often rely on multiple sources—personal experi-
ence and deep thinking, discussions with other
people, and the existing scholarly literature. I
might reflect on what I know about prejudice,
ask others what they think about it, and go the li-
brary and look up its many definitions. As |
gather definitions, the core idea should get
clearer, but { have many definitions and need to
sort them out. Most definitions state that preju-
dice is an attitude about another group and in-
volves a prejudgment, or judging prior to getting
specific information.

As I think about the construct, I notice that
all the definitions refer to prejudice as an atti-
tude, and usually it is an attitude about the
members of another group. There are many
forms of prejudice, but most are negative views
about persons of a different racial-ethnic group.
Prejudice could be about other kinds of groups
(e.g., people of areligion, of a physical stature, or
from a certain region), but it is always about a
collectivity to which one does not belong. Many
constructs have multiple dimensions or types, so
I should consider whether there can be different
types of prejudice—racial prejudice, religious
prejudice, age prejudice, gender prejudice, na-
tion prejudice, and so forth,

I also need to consider the units of analysis
that best fit my definition of the construct. Prej-
udice is an attitude. Individuals hold and express
attitudes, but so might groups (e.g., families,
clubs, churches, companies, media outlets). I
need to decide, Do I want my definition of prej-
udice to include only the attitudes of individuals
or should it include attitudes held by groups, or-
ganizations, and institutions as well? Can I say,
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The school or newspaper was prejudiced? I also
must distinguish my construct from closely re-
lated ones. For example, I must ask, How is prej-
udice similar to or different from ideas such as
discrimination, stereotype, or racism?

Conceptualization is the process of carefully
thinking through the meaning of a construct. At
this stage, I believe that prejudice means an in-
flexible negative attitude that an individual holds
and is directed toward a race or ethnic group
that is an out-group. It can, but does not always,
lead to behavior, such as treating people un-
equally (i.e., discrimination), and it generally re-
lies on a person’s stereotypes of out-group
members. Thus, my initial thought, “Prejudice is
a negative feeling,” has become a precisely de-
fined construct. Even with all my conceptualiza-
tion, I need to be even more specific. For
example, if prejudice is a negative attitude about
a race or an ethnic group of which one is not a
member, I need to consider the meaning of race
or ethnic group. 1 should not assume everyone
sees racial-ethnic categories the same. Likewise,
itis possible to have a positive prejudgment, and
if so is that a kind of prejudice? The main point
is that conceptualization requires that I become
very clear and state what I mean very explicitly
for others to see.

Operationalization links a conceptual defin-
ition to a specific set of measurement techniques
or procedures, the construct’s operational defin-
ition (i.e., a definition in terms of the specific op-
erations of actions a researcher carries out). An
operational definition could be a survey ques-
tionnaire, a method of observing events in a field
setting, a way to measure symbolic content in
the mass media, or any process carried out by
the researcher that reflects, documents, or repre-
sents the abstract construct as it is expressed in
the conceptual definition.

There are usually multiple ways to measure a
construct. Some are better or worse and more or
less practical than others. The key is to fit your
measure to your specific conceptual definition, to
the practical constraints within which you must
operate (e.g., time, money, available subjects,

1. Remember the conceptual definition. The underly-
ing principle for any measure is to match it to
the specific conceptual definition of the con-
struct that will be used in the study.

2. Keep an open mind. Do not get locked into a sin-
gle measure or type of measure. Be creative and
constantly look for better measures.

3. Borrow from others. Do not be afraid to borrow
from other researchers, as long as credit is given.
Good ideas for measures can be found in other
studies or modified from other measures.

4. Anticipate difficulties. Logical and practical prob-
lems often arise when trying to measure vari-
ables of interest. Sometimes a problem can be
anticipated and avoided with careful fore-
thought and planning.

5. Do not forget your units of analysis. Your measure
should fit with the units of analysis of the study
and permit you to generalize to the universe of
interest.

etc.), and to the research techniques you know or
can learn. You can develop a new measure from
scratch, or it can be a measure that is already be-
ing used by other researchers (see Box 5.1).

Operationalization links the language of
theory with the language of empirical measures.
Theory is full of abstract concepts, assumptions,
relationships, definitions, and causality. Empiri-
cal measures describe how people concretely
measure specific variables. They refer to specific
operations or things people use to indicate the
presence of a construct that exists in observable
reality.

Quantitative Conceptualization and
Operationalization

The measurement process for quantitative re-
search flows in a straightforward sequence: first
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conceptualization, followed by operational-
ization, followed by applying the operational
definition or measuring to collect the data.
Quantitative researchers developed several ways
to rigorously link abstract ideas to measurement
procedures that will produce precise quantita-
tive information about empirical reality.

Figure 5.1 illustrates the measurement
process for two variables that are linked together
in a theory and a hypothesis. There are three lev-
els to consider: conceptual, operational, and em-
pirical. At the most abstract level, the researcher
is interested in the causal relationship between
two constructs, or a conceptual hypothesis. At the
level of operational definitions, the researcher is
interested in testing an empirical hypothesis to
determine the degree of association between in-
dicators. This is the level at which correlations,
statistics, questionnaires, and the like are used.
The third level is the concrete empirical world. If
the operational indicators of variables (e.g.,
questionnaires) are logically linked to a con-
struct (e.g., racial discrimination), they will cap-
ture what happens in the empirical social world
and relate it to the conceptual level,

The measurement process links together
the three levels, moving deductively from the
abstract to the concrete. A researcher first con-
ceptualizes a variable, giving it a clear concep-
tual definition. Next, he or she operationalizes it
by developing an operational definition or set
of indicators for it. Last, he or she applies the
indicators in the empirical world. The links
from abstract constructs to empirical reality al-
low the researcher to test empirical hypotheses.
Those tests are logically linked back to a con-
ceptual hypothesis and causal relations in the
world of theory.

A hypothesis has at least two variables, and
the processes of conceptualization and opera-
tionalization are necessary for each variable. In
the preceding example, prejudice is not a
hypothesis. It is one variable. It could be a de-
pendent variable caused by something else, or it
could be an independent variable causing
something else. It depends on my theoretical
explanation.

We can return to the quantitative study by
Weitzer and Tuch on perceptions of police bias
and misconduct discussed in Chapter 2 for an

FIGURE 5.1
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example of how researchers conceptualize and
operationalize variables. It is an explanatory
study with two main variables in a causal hy-
pothesis. The researchers began with the
conceptual hypothesis: Members of a nondomi-
nant racial group are more likely than a domi-
nant racial group to believe that policing is
racially biased, and their experience with polic-
ing and exposure to media reports on police
racial bias increase the perception of racial bias.
They conceptualized the independent variable,
dominant racial group, as White and the non-
dominant group as non-White subdivided into
Black and Hispanic. The researchers conceptual-
ized the dependent variable, racially biased polic-
ing, as unequal treatment by the police of Whites
and non-Whites and racial prejudice by police
officers. The researchers operationalized the in-
dependent variable by self-identification to a
survey question about race. They operationalized
the dependent variable by using four sets of sur-
vey questions: (1) questions about whether po-
lice treat Blacks better, the same, or worse than
Whites, and the same question with Hispanics
substituted for Blacks; (2) questions about
whether police treat Black neighbhorhoods bet-
ter, the same, or worse than Whites ones, with
the same question asked for Hispanic neighbor-
hoods; (3) a question about whether there is
racial-ethnic prejudice among police officers in
the city; and (4) a question about whether police
are more likely to stop some drivers because they
are Black or Hispanic.

Qualitative Conceptualization and
Operationalization

Conceptualization. The conceptualization
process in qualitative research also differs from
that in quantitative research. Instead of refining
abstract ideas into theoretical definitions early in
the research process, qualitative researchers re-
fine rudimentary “working ideas” during the
data collection and analysis process. Conceptu-
alization is a process of forming coherent theo-
retical definitions as one struggles to “make

sense” or organize the data and one’s prelimi-
nary ideas.

As the researcher gathers and analyzes qual-
itative data, he or she develops new concepts,
formulates definitions for the concepts, and
considers relationships among the concepts.
Eventually, he or she links concepts to one an-
other to create theoretical relationships that may
or may not be causal. Qualitative researchers
form the concepts as they examine their qualita-
tive data (i.e., field notes, photos and maps, his-
torical documents, etc.). Often, this involves a
researcher asking theoretical questions about the
data (e.g., Is this a case of class conflict? What is
the sequence of events and could it be different?
Why did this happen here and not somewhere
else?).

A qualitative researcher conceptualizes by
developing clear, explicit definitions of con-
structs. The definitions are somewhat abstract
and linked to other ideas, but usually they are
also closely tied to specific data. They can be ex-
pressed in the words and concrete actions of the
people being studied. In qualitative research,
conceptualization is largely determinéd by the
data.

%Operationalization. The operationalization

process for qualitative research significantly
differs from that in quantitative research and
often precedes conceptualization. A researcher
forms conceptual definitions out of rudimen-
tary “working ideas” that he or she used while
making observations or gathering data. Instead
of turning refined conceptual definitions into a
set of measurement operations, a qualitative re-
searcher operationalizes by describing how
specific observations and thoughts about the
data contributed to working ideas that are the
basis of conceptual definitions and theoretical
concepts.

Operationalization in qualitative research is
an after-the-fact description more than a before-
the-fact preplanned technique. Almost in a re-
verse of the quantitative process, data gathering
occurs with or prior to full operationalization.
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Just as quantitative operationalization devi-
ates from a rigid deductive process, the process
followed by qualitative researchers is one of mu-
tual interaction. The researcher draws on ideas
from beyond the data of a specific research set-
ting. Qualitative operationalization describes
how the researcher collects data, but it includes
the researcher’s use of preexisting techniques
and concepts that were blended with those that
emerged during the data collection process. In
qualitative research, ideas and evidence are mu-
tually interdependent.

We can see an example of qualitative opera-
tionalization in the study on managerialization
of law by Edelman and associates (2001) dis-
cussed in Chapter 2. It is a descriptive study that
developed one main construct. The researchers
began with an interest in how major U.S. corpo-
rations came to accept legal mandates from the
late 1970s to early 1990s. The mandates stated
that firms must institute policies to equalize and
improve the hiring and promotion of racial mi-
norities and women, something the firms ini-
tially opposed. The researcher’s empirical data
consisted of articles in magazines written for and
by corporate managers, or “managerial rhetoric”
(i.e., debates and discussion within the commu-
nity of leading professional managers on impor-
tant issues). After gathering numerous articles,
the researchers operationalized the data by devel-
oping working ideas and concepts from an in-
ductive examination of the data. The researchers
discovered that as managers discussed and de-
liberated, they had created a set of new nonlegal
terms, ideas, and justifications. The operational-
ization moved inductively from looking at arti-
cles to creating working ideas based on what
researchers found in the rhetoric. The researchers
conceptualized their working ideas into the ab-
stract construct “managerialization of law.” The
researchers saw that that corporate managers
had altered and reformulated the original legal
terms and mandates, and created new ones that
were more consistent with the values and views
of major corporations. The researchers docu-
mented a historical process that moved from re-

sistance to reformulation to acceptance, and
with acceptance came new corporate policy. The
researchers also drew on past studies to argue
that the “managerialization of law” illustrates
one role of top corporate managers—they inno-
vate and alter internal operations by creating
new terms, justifications, and maneuvers that
help firms adjust to potential “disruptions” and
requirements originating in the corporation’s
external political-legal environment.

RELIABILITY AND VALIDITY

Reliability and validity are central issues in all
measurement. Both concern how concrete mea-
sures are connected to constructs. Reliability
and validity are salient because constructs in so-
cial theory are often ambiguous, diffuse, and
not directly observable. Perfect reliability and
validity are virtually impossible to achieve.
Rather, they are ideals for which researchers
strive.

All social researchers want their measures to
be reliable and valid. Both ideas are important in
establishing the truthfulness, credibility, or be-
lievability of findings. Both terms also have mul-
tiple meanings. Here, they refer to related,
desirable aspects of measurement.

Reliability means dependability or consis-
tency. It suggests that the same thing is repeated
or recurs under the identical or very similar con-
ditions. The opposite of reliability is a measure-
ment that yields erratic, unstable, or inconsistent
results.

Validity suggests truthfulness and refers to
the match between a construct, or the way a re-
searcher conceptualizes the idea in a conceptual
definition, and a measure. It refers to how well
an idea about reality “fits” with actual reality.
The absence of validity occurs if there is poor fit
between the constructs a researcher uses to de-
scribe, theorize, or analyze the social world and
what actually occurs in the social world. In sim-
ple terms, validity addresses the question of how
well the social reality being measured through
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research matches with the constructs researchers
use to understand it,

Qualitative and quantitative researchers
want reliable and valid measurement, but be-
yond an agreement on the basic ideas at a gen-
eral level, each style sees the specifics of
reliability and validity in the research process
differently.

Reliability and Validity in
Quantitative Research

Reliability.  As just stated, reliability means de-
pendability. It means that the numerical results
produced by an indicator do not vary because of
characteristics of the measurement process or
measurement instrument itself. For example, I
get on my bathroom scale and read my weight. I
get off and get on again and again. I have a reli-
able scale if it gives me the same weight each
time—assuming, of course, that I am not eating,
drinking, changing clothing, and so forth. An
unreliable scale will register different weights
each time, even though my “true” weight does
not change. Another example is my car
speedometer. If I am driving at a constant slow
speed on a level surface, but the speedometer
needle jumps from one end to the other, my
speedometer is not a reliable indicator of how
fast I am traveling.

How to Improve Reliability. It is rare to have
perfect reliability. There are four ways to in-
crease the reliability of measures: (1) clearly con-
ceptualize constructs, (2) use a precise level of
measurement, (3) use multiple indicators, and
(4) use pilot-tests.

Clearly Conceptualize All Constructs.  Reliability
increases when a single construct or subdimen-
sion of a construct is measured. This means
developing unambiguous, clear theoretical defi-
nitions. Constructs should be specified to elimi-
nate “noise” (i.e., distracting or interfering
information) from other constructs. Each mea-
sure should indicate one and only one concept.

Otherwise, it is impossible to determine which
concept is being “indicated.” For example, the
indicator of a pure chemical compound is more
reliable than one in which the chemical is mixed
with other material or dirt. In the latter case, it is
difficult to separate the “noise” of other material
from the pure chemical.

Increase the Level of Measurement. Levels of
measurement are discussed later. Indicators at
higher or more precise levels of measurement
are more likely to be reliable than less precise
measures because the latter pick up less detailed
information. If more specific information is
measured, then it is less likely that anything
other than the construct will be captured. The
general principle is: Try to measure at the most
precise level possible. However, it is more diffi-
cult to measure at higher levels of measurement.
For example, if I have a choice of measuring
prejudice as either high or low, or in 10 cate-
gories from extremely low to extremely high, it
would be better to measure it in 10 refined
categories.

Use Multiple Indicators of a Variable. A third
way to increase reliability is to use multiple indi-
cators, because two (or more) indicators of the
same construct are better than one. Figure 5.2 il-
lustrates the use of multiple indicators in hy-
pothesis testing. Three indicators of the one
independent variable construct are combined
into an overall measure, A, and two indicators of
a dependent variable are combined into a single
measure, B.

For example, I create three indicators of the
variable, racial-ethnic prejudice. My first indica-
tor is an attitude question on a survey. I ask re-
search participants their beliefs and feelings
about many different racial and ethnic groups.
For a second indicator, I observe research par-
ticipants from various races and ethnic groups
interacting together over the course of three
days. I look for those who regularly either (1)
avoid eye contact, appear to be tense, and sound
cool and distant; or (2) make eye contact, appear
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FIGURE 5.2 Measurement Using Multiple Indicators
A B
Independent — - ____Empirical _ _ __ __. Dependent
Variable Measure i Association? Variable Measure

Specific Indicators

relaxed, and sound warm and friendly as they in-
teract with people of their same or with people
of a different racial-ethnic group. Last, I create
an experiment. [ ask research participants to
read the grade transcripts, resumes, and inter-
view reports on 30 applicants for five jobs—
youth volunteer coordinator, office manager,
janitor, clothing store clerk, and advertising ac-
count executive. The applicants have many qual-
ifications, but I secretly manipulate their racial
or ethnic group to see whether a research partic-
ipant decides on the best applicant for the jobs
based on an applicant’s race and ethnicity.

Multiple indicators let a researcher take
measurements from a wider range of the content
of a conceptual definition. Different aspects of
the construct can be measured, each with its
own indicator. Also, one indicator (e.g., one
question on a questionnaire) may be imperfect,
but several measures are less likely to have the
same (systematic) error. Multiple indicator
measures tend to be more stable than measures
with one item.

Use Pretests, Pilot Studies, and Replication.
Reliability can be improved by using a pretest or
pilot version of a measure first. Develop one or
more draft or preliminary versions of a measure
and try them before applying the final version in

Specific Indicators

a hypothesis-testing situation. This takes more
time and effort.

The principle of using pilot-tests extends to
replicating the measures other researchers have
used. For example, I search the literature and find
measures of prejudice from past research. [ may
want to build on and use a previous measure if it
is a good one, citing the source, of course. In ad-
dition, I may want to add new indicators and
compare them to the previous measure.

Validity. Validity is an overused term. Some-
times, it is used to mean “true” or “correct.”
There are several general types of validity. Here,
we are concerned with measurement validity.
There are also several types of measurement va-
lidity. Nonmeasurement types of validity are dis-
cussed later.

When a researcher says that an indicator is
valid, it is valid for a particular purpose and def-
inition. The same indicator can be valid for one
purpose (i.e., a research question with units of
analysis and universe) but less valid or invalid
for others. For example, the measure of preju-
dice discussed here might be valid for measuring
prejudice among teachers but invalid for mea-
suring the prejudice of police officers.

At its core, measurement validity refers to
how well the conceptual and operational defini-
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tions mesh with each other. The better the fit,
the greater the measurement validity. Validity is
more difficult to achieve than reliability. We
cannot have absolute confidence about validity,
but some measures are more valid than others.
The reason we can never achieve absolute valid-
ity is that constructs are abstract ideas, whereas
indicators refer to concrete observation. This is
the gap between our mental pictures about the
world and the specific things we do at particular
times and places. Validity is part of a dynamic
process that grows by accumulating evidence
over time. Without it, all measurement becomes
meaningless.

Three Types of Measurement Validity

Face Validity. The easiest to achieve and the
most basic kind of validity is face validity. It is a
judgment by the scientific community that the
indicator really measures the construct. It ad-
dresses the question, On the face of it, do people
believe that the definition and method of mea-
surement fit? It is a consensus method. For ex-
ample, few people would accept a measure of
college student math ability using a question
that asked students: 2 + 2 = 2 This is not a valid
measure of college-level math ability on the face
of it. Recall that in the scientific community, as-
pects of research are scrutinized by others. See
Table 5.1 for a summary of types of measure-
ment validity.

—

Summary of Measurement
Validity Types

TABLE 5.1

Validity (True Measure)

Face—in the judgment of others
Content—captures the entire meaning
Criterion—agrees with an external source

» Concurrent—agrees with a preexisting measure

* Predictive—agrees with future behavior

Content Validity. Content validity is a special
type of face validity. It addresses the question, Is
the full content of a definition represented in a
measure? A conceptual definition holds ideas; it
is a “space” containing ideas and concepts. Mea-
sures should represent all ideas or areas in the
conceptual space. Content validity involves
three steps. First, specify fully the entire content
in a construct’s definition. Next, sample from all
areas of the definition. Finally, develop an indi-
cator that taps all of the parts of the definition.

An example of content validity is my defin-
ition of ferninism as a person’s commitment to a
set of beliefs creating full equality between men
and women in areas of the arts, intellectual pur-
suits, family, work, politics, and authority rela-
tions. I create a measure of feminism in which I
ask two survey questions: (1) Should men and
women get equal pay for equal work and (2)
Should men and women share household tasks?
My measure has low content validity because the
two questions ask only about pay and household
tasks. They ignore the other areas (intellectual
pursuits, politics, authority relations, and other
aspects of work and family). For a content-valid
measure, I must either expand the measure or
narrow the definition. )

Criterion Validity.  Criterion validity uses some
standard or criterion to indicate a construct ac-
curately. The validity of an indicator is verified
by comparing it with another measure of the
same construct that is widely accepted. There are

two subtypes of this kind of validity.

Concurrent Validity. To have concurrent valid-
ity, an indicator must be associated with a preex-
isting indicator that is judged to be valid (i.e., it
has face validity). For example, you create a new
test to measure intelligence. For it to be concur-
rently valid, it should be highly associated with
existing IQ tests (assuming the same definition
of intelligence is used). This means that most
people who score high on the old measure
should also score high on the new one, and vice
versa. The two measures may not be perfectly
associated, but if they measure the same or a
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similar construct, it is logical for them to yield
similar results.

Predictive Validity. Criterion validity whereby
an indicator predicts future events that are log-
ically related to a construct is called predictive
validity. It cannot be used for all measures. The
measure and the action predicted must be dis-
tinct from but indicate the same construct. Pre-
dictive measurement validity should not be
confused with prediction in hypothesis testing,
where one variable predicts a different variable
in the future. For example, the Scholastic As-
sessment Test (SAT) that many U.S. high
school students take measures scholastic apti-
tude—the ability of a student to perform in col-
lege. If the SAT has high predictive validity,
then students who get high SAT scores will sub-
sequently do well in college. If students with
high scores perform the same as students with
average or low scores, then the SAT has low
predictive validity.

Another way to test predictive validity is to
select a group of people who have specific char-
acteristics and predict how they will score (very
high or very low) vis-a-vis the construct. For ex-
ample, I have a measure of political conser-
vatism. I predict that members of conservative
groups (e.g., John Birch Society, Conservative
Caucus, Daughters of the American Revolution,
Moral Majority) will score high on it, whereas
members of liberal groups (e.g., Democratic So-
cialists, People for the American Way, Ameri-
cans for Democratic Action) will score low. I
“validate” the measure with the groups—that is,
I pilot-test it by using it on members of the
groups. It can then be used as a measure of po-
litical %nservatism for the general public.

Reliability and Validity in Qualitative
Research .

Most qualitative researchers accept the princi-
ples of reliability and validity, but use the terms
infrequently because of their close association
with quantitative measurement. In addition,

qualitative researchers apply the principles dif-
ferently in practice.

Reliability. Reliability means dependability or
consistency. Qualitative researchers use a variety
of techniques (e.g., interviews, participation,
photographs, document studies, etc.) to record
their observations consistently. Qualitative re-
searchers want to be consistent (i.e., not vacillat-
ing and erratic) in how, over time, they make
observations, similar to the idea of stability reli-
ability. One difficulty is that they often study
processes that are not stable over time. More-
over, they emphasize the value of a changing or
developing interaction between the researcher
and what he or she studies.

Qualitative researchers believe that the sub-
ject matter and a researcher’s relationship to it
should be a growing, evolving process. The
metaphor for the relationship between a re-
searcher and the data is one of an evolving rela-
tionship or living organism (e.g., a plant) that
naturally matures. Most qualitative researchers
resist the quantitative approach to reliability,
which they see as a cold, fixed mechanical in-
strument that one repeatedly injects into or ap-
plies to some static, lifeless material.

Qualitative researchers consider a range of
data sources and employ multiple measurement
methods. They accept that different researchers
or that researchers using alternative measures
will get distinctive results. This is because quali-
tative researchers see data collection as an inter-
active process in which particular researchers
operate in an evolving setting and the setting’s
context dictates using a unique mix of measures
that cannot be repeated. The diverse measures
and interactions with different researchers are
beneficial because they can illuminate different
facets or dimensions of a subject matter. Many
qualitative researchers question the quantitative
researcher’s quest for standard, fixed measures.
They fear that such measures ignore the benefits
of having a variety of researchers with many ap-
proaches and may neglect key aspects of diver-
sity that exist in the social world.
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Validity. Validity means truthful. It refers to
the bridge between a construct and the data.
Qualitative researchers are more interested in
authenticity than validity. Authenticity means
giving a fair, honest, and balanced account of
social life from the viewpoint of someone who
lives it everyday. Qualitative researchers are
less concerned with trying to match an ab-
stract concept to empirical data and more
concerned with giving a candid portrayal of
social life that is true to the experiences of
people being studied. Most qualitative re-
searchers concentrate on ways to capture an
inside view and provide a detailed account of
how those being studied feel about and under-
stand events.

Qualitative researchers have developed sev-
eral methods that serve as substitutes for the
quantitative approach to validity. These empha-
size conveying the insider’s view to others. His-
torical researchers use internal and external
criticisms to determine whether the evidence
they have is real or they believe it to be. Qualita-
tive researchers adhere to the core principle of
validity, to be truthful (i.e., avoid false or dis-
torted accounts). They try to create a tight fit
between their understanding, ideas, and state-
ments about the social world and what is actu-
ally occurring in it.

Relationship between Reliability
and Validity

Reliability is necessary for validity and is easier to
achieve than validity. Although reliability is nec-
essary in order to have a valid measure of a con-
cept, it does not guarantee that a measure will be
valid. It is not a sufficient condition for validity.
A measure can produce the same result over and
over (i.e,, it has reliability), but what it measures
may not match the definition of the construct
(i.e., validity).

A measure can be reliable but invalid. For
example, I get on a scale and get weighed. The
weight registered by the scale is the same each
time I get on and off. But then I go to another
scale—an “official” one that measures true
weight—and it says that my weight is twice as
great. The first scale yielded reliable (i.e., de-
pendable and consistent) results, but it did not
give a valid measure of my weight.

A diagram might help you see the relation-
ship between reliability and validity. Figure 5.3
illustrates the relationship between the concepts
by using the analogy of a target. The bull’s-eye
represents a fit between a measure and the defi-
nition of the construct.

Validity and reliability are usually comple-
mentary concepts, but in some situations they

FIGURE 5.3
A Bull’'s-Eye = A Perfect Measure
Low Reliability High Reliability

and Low Validity but Low Validity

lllustration of Relationship between Reliability and Validity

®

High Reliability
and High Validity

Source: Adapted from Babbie (2004:145).
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conflict with each other. Sometimes, as validity
increases, reliability is more difficult to attain, and
vice versa. This occurs when the construct has a
highly abstract and not easily observable defini-
tion. Reliability is easiest to achieve when the
measure is precise and observable. Thus, there is a
strain between the true essence of the highly ab-
stract construct and measuring it in a concrete
manner. For example, “alienation” is a very ab-
stract, highly subjective construct, often defined
as a deep inner sense of loss of one’s humanity
that diffuses across many aspects of one’s life (e.g.,
social relations, sense of self, orientation toward
nature). Highly precise questions in a question-
naire give reliable measures, but there is a danger
of losing the subjective essence of the concept.

Other Uses of the Terms Reliable
and Valid

Many words have multiple definitions, includ-
ing reliability arid validity. This creates confusion
unless we distinguish among alternative uses of
the same word.

Reliability. We use reliability in everyday lan-
guage. A reliable person is one who is depend-
able, stable, and responsible; a reliable car is
dependable and trustworthy. This means the
person responds in similar, predictable ways in
different times and conditions; the same can be
said for the car. In addition to measurement re-
liability, researchers sometimes say a study or its
results are reliable. By this, they mean that the
method of conducting a study or the results
from it can be reproduced or replicated by other
researchers.

Internal Validity. Internal validity means
there are no errors internal to the design of the
research project. It is used primarily in experi-
mental research to talk about possible errors or
alternative explanations of results that arise de-
spite attempts to institute controls. High inter-
nal validity means there are few such errors. Low
internal validity means that such errors are

likely.

External Validity. Externalvalidity is used pri-
marily in experimental research. It is the ability
to generalize findings from a specific setting and
small group to a broad range of settings and peo-
ple. It addresses the question, If something hap-
pens in a laboratory or among a particular group
of subjects (e.g., college students), can the find-
ings be generalized to the “real” (nonlaboratory)
world or to the general public (nonstudents)?
High external validity means that the results can
be generalized to many situations and many
groups of people. Low external validity means
that the results apply only to a very specific setting.

Statistical Validity. Statistical validity means
that the correct statistical procedure is chosen
and its assumptions are fully met. Different sta-
tistical tests or procedures are appropriate for
different conditions, which are discussed in text-
books that describe the statistical procedures.

All statistics are based on assumptions about
the mathematical properties of the numbers be-
ing used. A statistic will be invalid and its results
nonsense if the major assumptions are violated.
For example, to compute an average (actually the
mean, which is discussed in a later chapter), one
cannot use information at the nominal level of
measurement (to be discussed). For example,
suppose I measure the race of a class of students.
I give each race a number: White = 1, African
American = 2, Asian = 3, others = 4. It makes no
sense to say that the “mean” race of a class of stu-
dents is 1.9 (almost African American?). Thisisa
misuse of the statistical procedure, and the re-
sults are invalid even if the computation is cor-
rect. The degree to which statistical assumptions
can be violated or bent (the technical term is
robustness) is a topic in which professional statis-
ticians take great interest.

A GUIDE TO QUANTITATIVE
MEASUREMENT

Thus far, you have learned about the principles
of measurement, including the principles of reli-
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ability and validity. Quantitative researchers have
developed ideas and specialized measures to help
them in the process of creating operational defi-
nitions that will be reliable and valid measures
and yield numerical data for their variable con-
structs. This section of the chapter is a brief guide
to these ideas and a few of the measures.

Levels of Measurement

Levels of measurement is an abstract but impor-
tant and widely used idea. Basically, it says that
some ways a researcher measures a construct are
at a higher or more refined level, and others are
crude or less precisely specified. The level of
measurement depends on the way in which a
construct is conceptualized—that is, assump-
tions about whether it has particular characteris-
tics. The level of measurement affects the kinds
of indicators chosen and is tied to basic assump-
tions in a construct’s definition. The way in
which a researcher conceptualizes a variable lim-
its the levels of measurement that he or she can
use and has implications for how measurement
and statistical analysis can proceed.

Continuous and Discrete Variables. Vari-
ables can be thought of as being either contin-
uous or discrete. Continuous variables have an
infinite number of values or attributes that flow
along a continuum. The values can be divided
into many smaller increments; in mathematical
theory, there is an infinite number of incre-
ments. Examples of continuous variables in-
clude temperature, age, income, crime rate, and
amount of schooling. Discrete variables have a
relatively fixed set of separate values or variable
attributes. Instead of a smooth continuum of
values, discrete variables contain distinct cate-
gories. Examples of discrete variables include
gender (male or female), religion (Protestant,
Catholic, Jew, Muslim, atheist), and marital
status (never married single, married, di-
vorced or separated, widowed). Whether a
variable is continuous or discrete affects its
level of measurement.

Four Levels of Measurement

Precision and Levels. The idea of levels of mea-
surement expands on the difference between
continuous and discrete variables and organizes
types of variables for their use in statistics. The
four levels of measurement categorize the degree
of precision of measurement.

Deciding on the appropriate level of mea-
surement for a construct often creates confu-
sion. The appropriate level of measurement for a
variable depends on two things: (1) how a con-
struct is conceptualized and (2) the type of indi-
cator or measurement that a researcher uses.

The way a researcher conceptualizes a
construct can limit how precisely it can be mea-
sured. For example, some of the variables listed
earlier as continuous can be reconceptualized as
discrete. Temperature can be a continuous vari-
able (e.g., degrees, fractions of degrees) or it can
be crudely measured with discrete categories
(e.g., hot or cold). Likewise, age can be continu-
ous (how old a person is in years, months, days,
hours, and minutes) or treated as discrete cate-
gories (infancy, childhood, adolescence, young
adulthood, middle age, old age). Yet, most dis-
crete variables cannot be conceptualized as con-
tinuous variables. For example, sex, religion, and
marital status cannot be conceptualized as con-
tinuous; however, related constructs can be con-
ceptualized as continuous (e.g., femininity,
degree of religiousness, commitment to a mari-
tal relationship, etc.).

The level of measurement limits the statisti-
cal measures that can be used. A wide range of
powerful statistical procedures are available for
the higher levels of measurement, but the types
of statistics that can be used with the lowest lev-
els are very limited.

There is a practical reason to conceptualize
and measure variables at higher levels of mea-
surement. You can collapse higher levels of mea-
surement to lower levels, but the reverse is not
true. In other words, it is possible to measure a
construct very precisely, gather very specific in-
formation, and then ignore some of the preci-
sion. But it is not possible to measure a construct
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with less precision or with less specific informa-
tion and then make it more precise later.

Distinguishing among the Four Levels. The four
levels from lowest to greatest or highest preci-
sion are nominal, ordinal, interval, and ratio.
Each level gives a different type of information
(see Table 5.2). Nominal measures indicate only
that there is a difference among categories (e.g.,
religion: Protestant, Catholic, Jew, Muslim;
racial heritage: African, Asian, Caucasian, His-
panic, other). Ordinal measures indicate a dif-
ference, plus the categories can be ordered or
ranked (e.g., letter grades: A, B, C, D, F; opinion
measures: Strongly Agree, Agree, Disagree,
Strongly Disagree). Interval measures everything
the first two do, plus it can specify the amount of
distance between categories (e.g., Fahrenheit or
Celsius temperature: 5°, 45°, 90°% 1Q scores: 95,
110, 125). Arbitrary zeroes may be used in inter-
val measures; they are just there to help keep
score. Ratio measures do everything all the other
levels do, plus there is a true zero, which makes it
possible to state relations in terms of proportion
or ratios (e.g., money income: $10, $100, $500;
years of formal schooling: 1 year, 10 years, 13
years).

In most practical situations, the distinction
between interval and ratio levels makes little dif-
ference. The arbitrary zeroes of some interval
measures can be confusing. For example, a rise
in temperature from 30 to 60 degrees is not re-
ally a doubling of the temperature, although the

numbers double, because zero degrees is not the
absence of all heat.

Discrete variables are nominal and ordinal,
whereas continuous variables can be measured
at the interval or ratio level. A ratio-level mea-
sure can be turned into an interval, ordinal, or
nominal level. The interval level can always be
turned into an ordinal or nominal level, but the
process does not work in the opposite way!

In general, use at least five ordinal categories
and obtain many observations. This is because
the distortion created by collapsing a continu-
ous construct into a smaller number of ordered
categories is minimized as the number of cate-
gories and the number of observations increase.

The ratio level of measurement is rarely
used in the social sciences. For most purposes, it
is indistinguishable from interval measurement.
The only difference is that ratio measurement
has a “true zero.” This can be confusing because
some measures, like temperature, have zeroes
that are not true zeroes. The temperature can be
zero, or below zero, but zero is an arbitrary
number when it is assigned to temperature. This
can be illustrated by comparing zero degrees
Celsius with zero degrees Fahrenheit—they are
different temperatures. In addition, doubling
the degrees in one system does not double the
degrees in the other. Likewise, it does not make
sense to say that it is “twice as warm,” as is pos-
sible with ratio measurement, if the temperature
rises from 2 to 4 degrees, from 15 to 30 degrees,
or from 40 to 80 degrees. Another common ex-

TABLE 5.2
Level Different Categories
Nominal Yes
Ordinal Yes Yes
Interval Yes Yes

Ratio Yes Yes

Ranked

Characteristics of the Four Levels of Measurement

Distance between

Categories Measured True Zero
Yes
Yes Yes
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ample of arbitrary—not true—zeroes occurs
when measuring attitudes where numbers are
assigned to statements (e.g., —1 = disagree, 0 =
no opinion, +1 = agree). True zeroes exist for
variables such as income, age, or years of educa-
tion. Examples of the four levels of measurement
are shown in Table 5.3.

Specialized Measures: Scales
and Indexes

Researchers have created thousands of different
scales and indexes to measure social variables.
For example, scales and indexes have been de-
veloped to measure the degree of formalization
in bureaucratic organizations, the prestige of oc-
cupations, the adjustment of people to a mar-
riage, the intensity of group interaction, the level
of social activity in a community, the degree to
which a state’s sexual assault laws reflect feminist
values, and the level of socioeconomic develop-
ment of a nation. I cannot discuss the thousands
of scales and indexes. Instead, I will focus on
principles of scale and index construction and
explore some major types.

Keep two things in mind. First, virtually
every social phenomenon can be measured.
Some constructs can be measured directly and
produce precise numerical values (e.g., family
income). Other constructs require the use of
surrogates or proxies that indirectly measure a
variable and may not be as precise (e.g., predis-
position to commit a crime). Second, a lot can
be learned from measures used by other re-
searchers. You are fortunate to have the work of
thousands of researchers to draw on. It is not al-
ways necessary to start from scratch. You can use
a past scale or index, or you can modify it for
your Own purposes.

Indexes and Scales. You might find the terms
index and scale confusing because they are often
used interchangeably. One researcher’s scale is
another’s index. Both produce ordinal- or inter-
val-level measures of a variable. To add to the
confusion, scale and index techniques can be
combined in one measure. Scales and indexes
give a researcher more information about vari-
ables and make it possible to assess the quality of
measurement. Scales and indexes increase relia-

TABLE 5.3

Variable (Levél
of Measurement)

Religion (nominal)

How Variable Measured

—

Example of Levels of Measurement

Different religious denominations (Jewish, Catholic, Lutheran, Baptist) are not

ranked, just different (unless one belief is conceptualized as closer to heaven).

Attendance (ordinal)

“How often do you attend religious services? (0) Never, (1) less than once a

year, (3) several times a year, (4) about once a month, (5) two or three times
a week, or (8) several times a week?” This might have been measured at a ratio
level if the exact number of times a person attended was asked instead.

1Q Score (interval)

Most intelligence tests are organized with 100 as average, middle, or normal.

Scores higher or lower indicate distance from the average. Someone with a
score of 115 has somewhat above average measured intelligence for people
who took the test, while 90 is slightly below. Scores of below 65 or above 140

are rare.

Age (ratio)

Age is measured by years of age. There is a true zero (birth). Note that a 40-

year-old has lived twice as long as a 20-year-old.
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Scales and Indexes: Are They
Different?

Box

5.2

For most purposes, you can treat scales and indexes
as interchangeable. Social researchers do not use a
consistent nomenclature to distinguish between
them.

A scale is a measure in which a researcher captures
the intensity, direction, level, or potency of a variable
construct. It arranges responses or observations on
a continuum. A scale can use a single indicator or
multiple indicators. Most are at the ordinal level of
measurement.

An index is a measure in which a researcher adds
or combines several distinct indicators of a construct
into a single score. This composite score is often a
simple sum of the multiple indicators. It is used for
content and convergent validity. Indexes are often
measured at the interval or ratio level.

Researchers sometimes combine the features of
scales and indexes in a single measure. This is com-
mon when a researcher has several indicators that
are scales (i.e., that measure intensity or direction).
He or she then adds these indicators together to
yield a single score, thereby creating an index.

bility and validity, and they aid in data reduc-
tion; that is, they condense and simplify the in-
formation that is collected (see Box 5.2).

Mutually Exclusive and Exhaustive Attributes.
Before discussing scales and indexes, it is impor-
tant to review features of good measurement.
The attributes of all measures, including nomi-
nal-level measures, should be mutually exclusive
and exhaustive.

Mutually exclusive attributes means that an
individual or case fits into one and only one at-
tribute of a variable. For example, a variable
measuring type of religion—with the attributes
Christian, non-Christian, and Jewish—is not
mutually exclusive. Judaism is both a non-
Christian religion and a Jewish religion, so a Jew-
ish person fits into both the non-Christian and

the Jewish category. Likewise, a variable measur-
ing type of city, with the attributes river port city,
state capital, and interstate highway exit, lacks
mutually exclusive attributes. One city could be
all three (a river port state capital with an inter-
state exit), any one of the three, or none of the
three.

Exhaustive attributes means that all cases fit
into one of the attributes of a variable. When
measuring religion, a measure with the attrib-
utes Catholic, Protestant, and Jewish is not ex-
clusive. The individual who is a Buddhist, a
Moslem, or an agnostic does not fit anywhere.
The attributes should be developed so that every
possible situation is covered. For example,
Catholic, Protestant, Jewish, or other is an ex-
clusive and mutually exclusive set of attributes.

Unidimensionality. In addition to being mu-
tually exclusive and exhaustive, scales and in-
dexes should also be unidimensional, or one
dimensional. Unidimensionality means that all
the items in a scale or index fit together, or mea-
sure a single construct. Unidimensionality was
suggested in discussions of content and concur-
rent validity. Unidimensionality says: If you
combine several specific pieces of information
into a single score or measure, have all the pieces
work together and measure the same thing. Re-
searchers use a statistical measure called Cron-
bach’s alpha to assess unidimenionality. Alpha
ranges from a maximum of 1.0 for a perfect
score to zero. To be considered a good measure,
the alpha should be .70 or higher.

There is an apparent contradiction between
using a scale or index to combine parts or sub-
parts of a construct into one measure and the
criteria of unidimensionality. It is only an appar-
ent contradiction, however, because constructs
are theoretically defined at different levels of ab-
straction. General, higher-level or more abstract
constructs can be defined as containing several
subparts. Each subdimension is a part of the
construct’s overall content.

For example, 1 define the construct “femi-
nist ideology” as a general ideology about gen-
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der. Feminist ideology is a highly abstract and
general construct. It includes specific beliefs and
attitudes toward social, economic, political, fam-
ily, and sexual relations. The ideology’s five be-
lief areas are parts of the single general construct.
The parts are mutually reinforcing and together
form a system of beliefs about the dignity,
strength, and power of women.

If feminist ideology is unidimensional, then
there is a unified belief system that varies from
very antifeminist to very profeminist. We can test
the validity of the measure that includes multiple
indicators that tap the construct’s subparts. If
one belief area (e.g., sexual relations) is consis-
tently distinct from the other areas in empirical
tests, then we question its unidimensionality.

It is easy to become confused: A specific
measure can be an indicator of a unidimensional
construct in one situation and indicate a part of
a different construct in another situation. This is
possible because constructs can be used at dif-
ferent levels of abstraction.

For example, a person’s attitude toward
gender equality with regard to pay is more spe-
cific and less abstract than feminist ideology (i.e.,
beliefs about gender relations throughout soci-
ety). An attitude toward equal pay can be both a
unidimensional construct in its own right and a
subpart of the more general and abstract unidi-
mensional construct, ideology toward gender
relations.

INDEX CONSTRUCTION
The Purpose

You hear about indexes all the time. For example,
U.S. newspapers report the Federal Bureau of In-
vestigation (FBI) crime index and the consumer
price index (CPI). The FBI index is the sum of
police reports on seven so-called index crimes
(criminal homicide, aggravated assault, forcible
rape, robbery, burglary, larceny of $50 or more,
and auto theft). It began with the Uniform Crime
Report in 1930. The CPI, which is a measure of

inflation, is created by totaling the cost of buying
a list of goods and services (e.g., food, rent, and
utilities) and comparing the total to the cost of
buying the same list in the previous year. The
consumer price index has been used by the U.S.
Bureau of Labor Statistics since 1919; wage in-
creases, union contracts, and social security pay-
ments are based on it. An index is a combination
of items into a single numerical score. Various
components or subparts of a construct are each
measured, then combined into one measure.

There are many types of indexes. For exam-
ple, if you take an exam with 25 questions, the
total number of questions correct is a kind of in-
dex. It is a composite measure in which each
question measures a small piece of knowledge,
and all the questions scored correct or incorrect
are totaled to produce a single measure.

Indexes measure the most desirable place to
live (based on unemployment, commuting time,
crime rate, recreation opportunities, weather,
and so on), the degree of crime (based on com-
bining the occurrence of different specific
crimes), the mental health of a person (based on
the person’s adjustment in various areas of life),
and the like.

One way to demonstrate that indexes are
not very complicated is to use one. Answer yes or
no to the seven questions that follow on the
characteristics of an occupation. Base your an-
swers on your thoughts regarding the following
four occupations: long-distance truck driver,
medical doctor, accountant, telephone operator.
Score each answer 1 for yes and 0 for no.

1. Does it pay a good salary?
2. Is the job secure from layoffs or unemploy-
ment?

. Is the work interesting and challenging?

4. Are its working conditions (e.g., hours,
safety, time on the road) good?

5. Are there opportunities for career advance-
ment and promotion?

6. Is it prestigious or looked up to by others?

7. Does it permit self-direction and the free-
dom to make decisions?

W
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Total the seven answers for each of the four
occupations. Which had the highest and which
had the lowest score? The seven questions are
my operational definition of the construct good
occupation. Each question represents a subpart
of my theoretical definition. A different theoret-
ical definition would result in different ques-
tions, perhaps more than seven.

Creating indexes is so easy that it is impor-
tant to be careful that every item in the index has
face validity. Items without face validity should
be excluded. Each part of the construct should
be measured with at least one indicator. Of
course, it is better to measure the parts of a con-
struct with multiple indicators.

Weighting

An important issue in index construction is
whether to weight items. Unless it is otherwise
stated, assume that an index is unweighted. Like-
wise, unless you have a good theoretical reason
for assigning different weights, use equal
weights. An unweighted index gives each item
equal weight. It involves adding up the items
without modification, as if each were multiplied
by 1 (or —1 for items that are negative).

In a weighted index, a researcher values or
weights some items more than others. The size
of weights can come from theoretical assump-
tions, the theoretical definition, or a statistical
technique such as factor analysis. Weighting
changes the theoretical definition of the con-
struct.

Weighting can produce different index
scores, but in most cases, weighted and un-
weighted indexes yield similar results. Re-
searchers are concerned with the relationship
between variables, and weighted and un-
weighted indexes usually give similar results for
the relationships between variables.

Missing Data

Missing data can be a serious problem when
constructing an index. Validity and reliability
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are threatened whenever data for some cases are
missing. There are four ways to attempt to re-
solve the problem, but none fully solve it.

For example, I construct an index of the de-
gree of societal development in 1975 for 50 na-
tions. The index contains four items: life
expectancy, percentage of homes with indoor
plumbing, percentage of population that is liter-
ate, and number of telephones per 100 people. I
locate a source of United Nations statistics for
my information. The values for Belgium are 68 +
87 + 97 + 28; for Turkey, the scores are 55 + 36
+ 49 + 3; for Finland, however, 1 discover that
literacy data are unavailable. I check other
sources of information, but none has the data
because they were not collected.

Rates and Standardization

You have heard of crime rates, rates of popula-
tion growth, and the unemployment rate. Some
indexes and single-indicator measures are ex-
pressed as rates. Rates involve standardizing the
value of an item to make comparisons possible.
The items in an index frequently need to be stan-
dardized before they can be combined.
Standardization involves selecting a base
and dividing a raw measure by the base. For ex-
ample, City A had 10 murders and City B had 30
murders in the same year. In order to compare
murders in the two cities, the raw number
of murders needs to be standardized by the city
population. If the cities are the same size, City B
is more dangerous. But City B may be safer if it is
much larger. For example, if City A has 100,000
people and City B has 600,000, then the murder
rate per 100,000 is 10 for City A and 5 for City B.
Standardization makes it possible to com-
pare different units on a common base. The
process of standardization, also called norming,
removes the effect of relevant but different char-
acteristics in order to make the important differ-
ences visible, For example, there are two classes
of students. An art class has 12 smokers and a bi-
ology class has 22 smokers. A researcher can
compare the rate or incidence of smokers by
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standardizing the number of smokers by the size
of the classes. The art class has 32 students and
the biology class has 143 students. One method
of standardization that you already know is the
use of percentages, whereby measures are stan-
dardized to a common base of 100. In terms of
percentages, it is easy to see that the art class has
more than twice the rate of smokers (37.5 per-
cent) than the biology class (15.4 percent).

A critical question in standardization is de-
ciding what base to use. In the examples given,
how did I know to use city size or class size as the
base? The choice is not always obvious; it de-
pends on the theoretical definition of a construct.

Different bases can produce different rates.
For example, the unemployment rate can be de-
fined as the number of people in the work force
who are out of work. The overall unemployment
rate is:

Number of
unemployed people

Unemployment rate =
ploym Total number of

people working

We can divide the total population into sub-
groups to get rates for subgroups in the popula-
tion such as White males, African American
females, African American males between the
ages of 18 and 28, or people with college degrees.
Rates for these subgroups may be more relevant
to the theoretical definition or research problem.
For example, a researcher believes that unem-
ployment is an experience that affects an entire
household or family and that the base should be
households, not individuals. The rate will look
like this:

Number of households
with at least one

New unemployed person
Unemployment =
rate Total number

of households

Different conceptualizations suggest differ-
ent bases and different ways to standardize.

When combining several items into an index, it
is best to standardize items on a common base
(see Box 5.3).

SCALES
The Purpose

Scaling, like index construction, creates an ordi-
nal, interval, or ratio measure of a variable ex-
pressed as a numerical score. Scales are common
in situations where a researcher wants to mea-
sure how an individual feels or thinks about
something. Some call this the hardness or po-
tency of feelings.

Scales are used for two related purposes.
First, scales help in the conceptualization and
operationalization processes. Scales show the fit
between a set of indicators and a single con-
struct. For example, a researcher believes that
there is a single ideological dimension that un-
derlies people’s judgments about specific poli
cies (e.g., housing, education, foreign affairs,
etc.). Scaling can help determine whether a sin-
gle construct— for instance, “conservative/ lib-
eral ideology”—underlies the positions people
take on specific policies.

Second, scaling produces quantitative mea-
sures and can be used with other variables to test
hypotheses. This second purpose of scaling is
our primary focus because it involves scales as a
technique for measuring a variable.

Logic of Scaling

As stated before, scaling is based on the idea of
measuring the intensity, hardness, or potency of
a variable. Graphic rating scales are an elemen-
tary form of scaling. People indicate a rating by
checking a point on a line that runs from one ex-
treme to another. This type of scale is easy to
construct and use. It conveys the idea of a con-
tinuum, and assigning numbers helps people
think about quantities. A built-in assumption of
scales is that people with the same subjective
feeling mark the graphic scale at the same place.
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Sports fans in the United States were jubilant about
“winning” at the 2000 Olympics by carrying off the
most gold medals. However, because they failed to
standardize, the “win” is an illusion. Of course, the
world’s richest nation with the third largest popula-
tion does well in one-on-one competition among all
nations. To see what really happened, one must stan-
dardize on a base of the population or wealth. Stan-
dardization yields a more accurate picture by
adjusting the results as if the nations had equal pop-

ulations and wealth. The results show that the Ba-
hamas, with less than 300,000 citizens (smaller than
a medium-sized U.S. city), proportionately won the
most gold. Adjusted for its population size or wealth,
the United States is not even near the top; it appears
to be the leader only because of its great size and
wealth. Sports fans in the United States can perpet-
uate the illusion of being at the top only if they ig-
nore the comparative advantage of the United
States.

TOP TEN GOLD MEDAL WINNING COUNTRIES AT THE 2000 OLYMPICS IN SYDNEY

Unstandardized Rank Standardized Rank”

Rank Country Total Country Total Population GDP
1 USA 39 Bahamas 1 33.3 20.0
2 Russia 32 Slovenia 2 10 10.0
3 China 28 Cuba 11 9.9 50.0
4 Australia 16 Norway 4 9.1 2.6
5 Cermany 14 Australia 16 8.6 4.1
6 France 13 Hungry 8 7.9 16.7
7 Italy 13 Netherlands 12 7.6 3.0
8 Netherlands 12 Estonia 1 7.1 20.0
9 Cuba 11 Bulgaria 5 6.0 41.7

10 Britain 11 Lithuania 2 5.4 18.2

EU15™ 80 EU15 80 2.1 0.9
USA 39 1.4 0.4

Note: "Population is gold medals per 10 million people and CDP is gold medals per $10 billion;
“EU15 is the 15 nations of the European Union treated as a single unit.

Source: Adapted from The Economist, October 7, 2000, p. 52.

Figure 5.4 is an example of a “feeling ther-
mometer” scale that is used to find out how peo-
ple feel about various groups in society (e.g., the
National Organization of Women, the Ku Klux
Klan, labor unions, physicians, etc.). This type
of measure has been used by political scientists
in the National Election Study since 1964 to

measure attitudes toward candidates, social
groups, and issues.

Commonly Used Scales

Likert Scale. You have probably used Likert
scales; they are widely used and very common in
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FIGURE 5.4 “Feeling Thermometer”

Graphic Rating Scale

100 Very Warm

90
80

70—

60

50 Neither Warm nor Cold

40

30

20

10

0 Very Cold

survey research. They were developed in the
1930s by Rensis Likert to provide an ordinal-level
measure of a person’s attitude. Likert scales usu-
ally ask people to indicate whether they agree or
disagree with a statement. Other modifications
are possible; people might be asked whether they
approve or disapprove, or whether they believe
something is “almost always true.” Box 5.4 pre-
sents several examples of Likert scales.

Likert scales need a minimum of two cate-
gories, such as “agree” and “disagree.” Using
only two choices creates a crude measure and
forces distinctions into only two categories. It is
usually better to use four to eight categories. A
researcher can combine or collapse categories af-
ter the data are collected, but data collected with
crude categories cannot be made more precise
later.

You can increase the number of categories
at the end of a scale by adding “strongly agree,”
“somewhat agree,” “very strongly agree,” and so

forth. Keep the number of choices to eight or
nine at most. More distinctions than that are
probably not meaningful, and people will be-
come confused. The choices should be evenly
balanced (e.g., “strongly agree,” “agree” with
“strongly disagree,” “disagree”).

Researchers have debated about whether to
offer a neutral category (e.g., “don’t know,” “un-
decided,” “no opinion”) in addition to the di-
rectional categories (e.g., “disagree,” “agree”).
A neutral category implies an odd number of
categories.

A researcher can combine several Likert
scale questions into a composite index if they all
measure a single construct. Consider the Social
Dominance Index that van Laar and colleagues
(2005) used in their study of racial-ethnic atti-
tudes among college roommates (see Box 5.5).
As part of a larger survey, they asked four ques-
tions about group inequality. The answer to each
question was a seven-point Likert scale with
choices from Strongly Disagree to Strongly
Agree. They created the index by adding the.an-
swers for each student to create scores that
ranged from 4 to 28. Notice that they worded
question number four in a reverse direction from
the other questions. The reason for switching di-
rections in this way is to avoid the problem of the
response set. The response set, also called response
style and response bias, is the tendency of some
people to answer a large number of items in the
same way (usually agreeing) out of laziness or a
psychological predisposition. For example, if
items are worded so that saying “strongly agree”
always indicates self-esteem, we would not know
whether a person who always strongly agreed had
high self-esteem or simply had a tendency to
agree with questions. The person might be an-
swering “strongly agree” out of habit or a ten-
dency to agree. Researchers word statements in
alternative directions, so that anyone who agrees
all the time appears to answer inconsistently or to
have a contradictory opinion.

Researchers often combine many Likert-
scaled attitude indicators into an index. The
scale and indexes have properties that are associ-



CHAricn 3 / WUALITATIVE AND QUANITITATIVE MEASUREMENT 131

SBO :1‘ Examples of Types of Likert Scales

The Rosenberg Self-Esteem Scale

Allin all, I am inclined to feel that | am a failure:
Almost always true

Often true

Sometimes true

Seldom true

Never true

bRl ol

A Student Evaluation of Instruction Scale

Overall, | rate the quality of instruction in this course as:

Excellent Good Average Fair Poor
A Market Research Mouthwash Rating Scale
Dislike Dislike Dislike Like Like Like

Brand Completely Somewhat a Little a Little Somewhat Completely
X __ S . - - .
Y . R - o R -
Work Group Supervisor Scale

My supervisor:

Never Seldom  Sometimes Often  Always

Lets members know what is expected of them 3 4 5

Is friendly and approachable 3 4 5
Treats all unit members as equals 3 4 5

ated with improving reliability and validity. An
index uses multiple indicators, which improves
reliability. The use of multiple indicators that
measure several aspects of a construct or opin-
ion improves content validity. Finally, the index
scores give a more precise quantitative measure
of a person’s opinion. For example, each per-
son’s opinion can be measured with a number
from 10 to 40, instead of in four categories:
“strongly agree,” “agree,” “disagree,” and
“strongly disagree.”

Instead of scoring Likert items, as in the pre-
vious example, the scores —2, —1, +1, +2 could
be used. This scoring has an advantage in that a
zero implies neutrality or complete ambiguity,
whereas a high negative number means an atti-
tude that opposes the opinion represented by a
high positive number.

The numbers assigned to the response cate-
gories are arbitrary. Remember that the use of a
zero does not give the scale or index a ratio level
of measurement. Likert scale measures are at the
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Box

Examples of Creating Indexes

5.5

Example 1

In a study of college roommates and racial-ethnic
groups, van Laar and colleagues (2005) measured
Social Dominance (i.e., a feeling that groups are fun-
damentally unequal) with the following four-item in-
dex that used a Likert scale, from 1 (Strongly
Disagree) to 7 (Strongly Agree).

1. It is probably a good thing that certain groups
are at the top and other groups are at the bot-
tom.

2. Inferior groups should stay in their place.

3. We should do all we can to equalize the condi-
tions of different groups.

4. We should increase social equality.”
'NOTE: This item was reverse scored.

The scores for the Likert responses (1 to 7) for items
1 to 4 were added to yield an index that ranged from
4 to 28 for each respondent. They report a Cron-
bach’s alpha for this index as .74.

Example 2

In a study of perceptions of police misconduct,
Weitzer and Tuch (2004) measured a respondent’s
experiences with police by asking seven questions

that had yes or no answers to create two composite
indexes. The index for vicarious experiences was the
sum of items 2, 4, and 6, with “yes” scored as 1 and
“na” scored as zero. An index of personal experience
was the sum of answers to items 1, 3, 5, and 7, with
“yes” scored as 1 and “no” scored as zero.

1. Have you ever been stopped by police on the
street without a good reason?

2. Has anyone else in your household been
stopped by police on the street without a good
reason?

3. Have the police ever used insulting language to-
ward you?

4. Have the police ever used insulting language to-
ward anyone else in your household?

5. Have the police ever used excessive force
against you?

6. Have the police ever used excessive force
against anyone else in your household?

7. Have you ever seen a police officer engage in
any corrupt activities (such as taking bribes or
involvement in drug trade)?

Weitzer and Tuch (2004) report a Cronbach'’s
alpha for the personal experiences index as .78 and
for vicarious experience index as .86.

ordinal level of measurement because responses
indicate a ranking only. Instead of 1 to 4 or —2
to +2, the numbers 100, 70, 50, and 5 would
have worked. Also, do not be fooled into think-
ing that the distances between the ordinal cate-
gories are intervals just because numbers are
assigned. Although the number system has nice
mathematical properties, the numbers are used
for convenience only. The fundamental mea-
surement is only ordinal.

The simplicity and ease of use of the Likert
scale is its real strength. When several items are
combined, more comprehensive multiple indi-

cator measurement is possible. The scale has two
limitations: Different combinations of several
scale items can result in the same overall score or
result, and the response set is a potential danger.

Bogardus Social Distance Scale. The Bogardus
social distance scale measures the social distance
separating ethnic or other groups from each
other. It is used with one group to determine
how much distance it feels toward a target or
“out-group.”

The scale has a simple logic. People respond
to a series of ordered statements; those that are



CHAPTER 5 / QUALITATIVE AND QUANTITATIVE MEASUREMENT 133

most threatening or most socially distant are at
one end, and those that might be least threaten-
ing or socially intimate are at the other end. The
logic of the scale assumes that a person who re-
fuses contact or is uncomfortable with the so-

cially distant items will refuse the socially closer
items (see Box 5.6).

Researchers use the scale in several ways. For
example, people are given a series of statermnents:
People from Group X are entering your country,

Saoé Replication of the Original Bogardus Social Distance Scale Study

In 1993, Kleg and Yamamoto (1998) replicated the
original 1925 study by Emory Bogardus that first
used the social distance scale. The original study had
110 subjects from the Pacific Coast. Participants in-
cluded 107 White Americans of non-Jewish Euro-
pean ancestry, 1 Jewish White, 1 Chinese, and 1
Japanese (about 70 percent were female). In their
1993 replication, Kleg and Yamamoto selected 135
middle school teachers from an affluent school dis-
trict in a Colorado metropolitan area. There were
119 non-Jewish Whites, 7 Jewish Whites, 6 African
Americans, 1 American Indian, T Asian, and 1 un-
known (65 percent were female). There were three
minor deviations from the 1925 study. First, the
original Bogardus respondents were given a list of
39 groups. Those in the replication had a list of 36
groups. The two lists shared 24 groups in common.
Three target groups were renamed: Negroes in
1925 versus African Americans in 1993; Syrians ver-
sus Arabs; and German-Jews and Russian-Jews vs.
Jews. Second, both studies contained seven cate-

Instructions
Original 1925 Study

gories, but they were worded slightly differently (see
below). Third, both studies had seven categories
(called anchor points) printed left to right at the top.
In the Bogardus original it said: “According to my first
feeling reactions | would willingly admit members of
each race (as a class, and not the best | have known,
nor the worst members) to one or more of the clas-
sifications under which | have placed a cross (x).” In
the 1993 replication it said: “Social distance means
the degree that individuals desire to associate with
others. This scale relates to a special form of social
distance known as person to group distance. You are
given a list of groups. Across from each group there
are boxes identified by the labels at the top. Place an
“x” in the boxes that indicate the degree of associa-
tion you would desire to have with each group. Give
your first reaction.” The main finding was that al-
though the average social distance declined a great
deal over over 68 years, the ranking of the 25
groups changed very little (see below).

1993 Replication

I would willingly admit
members of each race:

To close kinship by marriage
To my club as personal chums
To my street as neighbors

To citizenship in my country
As visitors only to my country

Nouvhkon =

Would exclude from my country

To employment in my occupation in my country

The degree of association | would desire
to have with members of each group is:

To marry into group

To have as best friend

To have as next-door neighbors

To work in the same office

To have as speaking acquaintances only
To have as visitors to my country

To keep out of my country




1% FART ONE / FTOUNDATIONS

Continued

Results
1925 Original 1993 Replication

Group Mean Score Rank Mean Score Rank
English 1.27 1 1.17 2
Scottish 1.69 2 1.22 6
Irish 1.93 3 1.14 1
French 2.04 4 1.20 4
Dutch 2.12 5 1.25 9
Swedish 2.44 6 1.21 5
Danish 2.48 7 1.23 7
Norwegian 2.67 8 1.25 8
German 2.89 9 1.27 10
Spanish 3.28 10 1.29 11
Italian 3.98 11 1.19 3
Hindu 435 12 1.95 23
Polish 4.57 13 1.30 12
Russian 4,57 14 1.33 13
Native American 4,65 15 1.44 16
Jewish 4.83" 16 1.42 15
Greek 4.89 17 1.38 14
Arab 5.00° 18 2.21 24
Mexican 5.02 19 1.56 18
Black American 5.10° 20 1.55 17
Chinese 5.28 21 1.68 20
Japanese 5.30 22 1.62 19
Korean 5.55 23 1.72 21
Turk 5.80 24 1.77 22
Grand Mean 3.82 1.43

*Slight change in name of group.

are in your town, work at your place of employ-
ment, live in your neighborhood, become your
personal friends, and marry your brother or sis-
ter. People are asked whether they feel comfort-
able with the statement or if the contact is
acceptable. It is also possible to ask whether they

feel uncomfortable with the relationship. People
may be asked to respond to all statements, or
they may keep reading statements until they are
not comfortable with a relationship. There is no
set number of statements required; the number
usually ranges from five to nine. The measure of
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social distance can be used as either an indepen-
dent or a dependent variable.

A researcher can use the Bogardus scale to
see how distant people feel from one out-group
versus another. In addition to studying racial-
ethnic groups, it has been used to examine doc-
tor—patient distance. For example, Gordon and
associates (2004) found that college students re-
ported different social distance toward people
with different disabilities. Over 95 percent
would be willing to be a friend with someone
with arthritis, cancer, diabetes, or a heart condi-
tion. Fewer than 70 percent would ever consider
being a friend to someone with mental retarda-
tion. The social distance scale is a convenient
way to determine how close a respondent feels
toward a social group. It has two potential limi-
tations. First, a researcher needs to tailor the cat-
egories to a specific out-group and social setting.
Second, it is not easy for a researcher to compare
how a respondent feels toward several different
groups unless the respondent completes a simi-
lar social distance scale for all out-groups at the
same time. Of course, how a respondent com-
pletes the scale and the respondent’s actual be-
havior in specific social situations may differ.

Semantic Differential. Semantic Differential
provides an indirect measure of how a person
feels about a concept, object, or other person.
The technique measures subjective feelings to-
ward something by using adjectives. This is be-
cause people communicate evaluations through
adjectives in spoken and written language. Be-
cause most adjectives have polar opposites (e.g.,
light/dark, hard/soft, slow/fast), it uses polar op-
posite adjectives to create a rating measure or
scale. The Semantic Differential captures the
connotations associated with whatever is being
evaluated and provides an indirect measure of it.

The Semantic Differential has been used for
many purposes. In marketing research, it tells
how consumers feel about a product; political
advisers use it to discover what voters think
about a candidate or issue; and therapists use it

to determine how a client perceives himself or
herself (see Box 5.7).

To use the Semantic Differential, a re-
searcher presents subjects with a list of paired
opposite adjectives with a continuum of 7 to 11
points between them. The subjects mark the
spot on the continuum between the adjectives
that expresses their feelings. The adjectives can
be very diverse and should be well mixed (e.g.,
positive items should not be located mostly on
either the right or the left side). Studies of a wide
variety of adjectives in English found that they
fall into three major classes of meaning: evalua-
tion (good—bad), potency (strong—weak), and ac-
tivity (active—passive). Of the three classes of
meaning, evaluation is usually the most signifi-
cant. The analysis of results is difficult, and a re-
searcher needs to use statistical procedures to
analyze a subject’s feelings toward the concept.

Results from a Semantic Differential tell a
researcher how one person perceives different
concepts or how different people view the same
concept. For example, political analysts might
discover that young voters perceive their candi-
date as traditional, weak, and slow, and as
halfway between good and bad. Elderly voters
perceive the candidate as leaning toward strong,
fast, and good, and as halfway between tradi-
tional and modern.

Guttman Scaling. Guttman scaling, or cumu-
lative scaling, differs from the previous scales or
indexes in that researchers use it to evaluate data
after they are collected. This means that re-
searchers must design a study with the Guttman
scaling technique in mind.

Guttman scaling begins with measuring a
set of indicators or items. These can be ques-
tionnaire items, votes, or observed characteris-
tics. Guttman scaling measures many different
phenomena (e.g., patterns of crime or drug use,
characteristics of societies or organizations, vot-
ing or political participation, psychological dis-
orders). The indicators are usually measured in a
simple yes/no or present/absent fashion. From 3
to 20 indicators can be used. The researcher se-
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Box

Example of Using the Sem:

5.7

As part of her undergraduate thesis, Daina Hawkes
studied attitudes toward women with tattoos using
the semantic differential (Hawkes, Senn, and Thorn,
2004). The researchers had 268 students at a
medium-sized Canadian university complete a se-
mantic differential form in response to several sce-
narios about a 22-year-old woman college student
with a tattoo. They had five scenarios in which they
varied the size of the tattoo (small versus large) and
whether or not it was visible, and one with no details
about the tattoo. The authors also varied features of
the senario: weight problem or not; part-time job at

restaurant, clothing store, or grocery store;
boyfriend or not; average grades or failing grades.
They used a semantic differential with 22 adjective
pairs. They also had participants complete two
scales: Feminist and Women’s Movement scale and
Neosexism scale. The semantic differential terms
were selected to indicate three factors: evaluative,
activity, and potency (strong/weak). Based on sta-
tistical analysis three adjectives were dropped. The
19 items used are listed below. Among other find-
ings, the authors found that there were more nega-
tive feelings toward a woman with a visible tattoo.

Good Bad”
Beautiful Ugly
Clean Dirty
Kind Cruel”
Rich Poor’
Honest Dishonest”
Pleasant Unpleasant™
Successful Unsuccessful
Reputable Disreputable
Safe Dangerous
Gentle Violent™
Feminine Masculine
Weak Powerful®
Passive Active’
Cautious Rash”
Soft Hard
Weak Strong
Mild Intense
Delicate Rugged”

"These items were presented in reverse order.
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lects items on the belief that there is a logical re-
lationship among them. He or she then places
the results into a Guttman scale and determines
whether the items form a pattern that corre-
sponds to the relationship. (See Box 5.8 for an
example of a study using Guttman scaling.)

Box
5 08 Guttman Scale Example

Crozat (1998) examined public responses to various
forms of political protest. He looked at survey data
on the public’s acceptance of forms of protest in
Great Britain, Germany, Italy, Netherlands, and the
United Statesin 1974 and 1990. He found that the
pattern of the public’s acceptance formed a Guttman
scale. Those who accepted more intense forms of
protest (e.g., strikes and sit-ins) almost always ac-
cepted more modest forms (e.g., petitions or demon-

137

Once a set of items is measured, the re-
searcher considers all possible combinations of
responses for the jtems. For example, three items
are measured: whether a child knows her age,
her telephone number, and three local elected
political officials. The little girl may know her

strations), but not all who accepted modest forms
accepted the more intense forms. In addition to
showing the usefulness of the Guttman scale, Crozat
also found that people in different nations saw
protest similarily and the degree of Guttman scala-
bility increased over time. Thus, the pattern of ac-
ceptance of protest activities was Guttman “scalable”
in both time periods, but it more closely followed the
Guttman pattern in 1990 than 1974.

FORM OF PROTEST
Petitions =~ Demonstrations  Boycotts  Strike  Sit-In

Guttman Patterns

N N N N N

Y N N N N

Y Y N N N

Y Y Y N N

Y Y Y Y N

Y Y Y Y Y
Other Patterns (examples only)

N Y N Y N

Y N Y Y N

Y N Y N N

N Y Y N N

Y N N Y Y
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age but no other answer, or all three, or only her
age and telephone number, In fact, for three
items there are eight possible combinations of
answers or patterns of responses, from not
knowing any through knowing all three. There is
a mathematical way to compute the number of
combinations (e.g., 2%), but you can write down
all the combinations of yes or no for three ques-
tions and see the eight possibilities.

The logical relationship among items in
Guttman scaling is hierarchical. Most people or
cases have or agree to lower-order items. The
smaller number of cases that have the higher-or-
der items also have the lower-order ones, but not
vice versa. In other words, the higher-order
items build on the lower ones. The lower-order
items are necessary for the appearance of the
higher-order items.

An application of Guttman scaling, known
as scalogram analysis, lets a researcher test
whether a hierarchical relationship exists among
the items. For example, it is easier for a child to
know her age than her telephone number, and to
know her telephone number than the names of
political leaders. The items are called scalable, or
capable of forming a Guttman scale, if a hierar-
chical pattern exists.

The patterns of responses can be divided
into two groups: scaled and errors (or nonscal-
able). The scaled patterns for the child’s knowl-
edge example would be as follows: not knowing
any item, knowing only age, knowing only age
plus phone number, knowing all three. Other
combinations of answers (e.g., knowing the po-
litical leaders but not her age) are possible but
are nonscalable. If a hierarchical relationship ex-
ists among the items, then most answers fit into
the scalable patterns.

The strength or degree to which items can
be scaled is measured with statistics that mea-
sure whether the responses can be reproduced
based on a hierarchical pattern. Most range from
zero to 100 percent. A score of zero indicates a
random pattern, or no hierarchical pattern. A
score of 100 percent indicates that all responses
to the answer fit the hierarchical or scaled pat-

tern. Alternative statistics to measure scalability
have also been suggested.

CONCLUSION

In this chapter, you learned about the principles
and processes of measurement in quantitative
and qualitative research. All researchers concep-
tualize—or refine and clarify their ideas into
conceptual definitions. All researchers opera-
tionalize—or develop a set of techniques or
processes that will link their conceptual defini-
tions to empirical reality. Qualitative and quan-
titative researchers differ in how they approach
these processes, however. The quantitative re-
searcher takes a more deductive path, whereas
the qualitative researcher takes a more inductive
path. The goal remains the same: to establish un-
ambiguous links between a reseacher’s abstract
ideas and empirical data.

You also learned about the principles of re-.
liability and validity. Reliability refers to the de-
pendability or consistency of a measure; validity
refers to its truthfulness, or how well a construct
and data for it fit together. Quantitative and
qualitative styles of research significantly diverge
in how they understand these principles. None-
theless, both quantitative and qualitative re-
searchers try to measure in a consistent way, and
both seek a tight fit between the abstract ideas
they use to understand social world and what
occurs in the actual, empirical social world. In
addition, you saw how quantitative researchers
apply the principles of measurement when they
create indexes and scales, and you read about
some major scales they use.

Beyond the core ideas of reliability and va-
lidity, good measurement requires that you cre-
ate clear definitions for concepts, use multiple
indicators, and, as appropriate, weigh and stan-
dardize the data. These principles hold across all
fields of study (e.g., family, criminology, in-
equality, race relations, etc.) and across the
many research techniques (e.g., experiments,
surveys, etc.).
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As you are probably beginning to realize, re-
search involves doing a good job in each phase of
a study. Serious mistakes or sloppiness in any
one phase can do irreparable damage to the re-
sults, even if the other phases of the research
project were conducted in a flawless manner.

Key Terms

Bogardus Social Distance Scale
conceptual definition
conceptual hypothesis
conceptualization
concurrent validity
content validity
continuous variables
criterion validity

discrete variables

empirical hypothesis
exhaustive attributes
external validity

face validity

Guttman scaling

index

internal validity
interval-level measurement
levels of measurement
Likert scale

measurement validity
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multiple indicators
mutually exclusive attributes
nominal-level measurement
operational definition
operationalization
ordinal-level measurement
predictive validity
ratio-level measurement
reliability

scale

Semantic Differential
standardization
unidimensionality

validity

Endnote

1. The terms concept, construct, and idea are used
more or less interchangeably, but there are differ-
ences in meaning between them. An idea is any
mental image, belief plan, or impression. It refers
to any vague impression, opinion, or thought. A
concept is a thought, a general notion, or a gener-
alized idea about a class of objects. A construct is a
thought that is systematically put together, an or-
derly arrangement of ideas, facts, and impres-
sions. The term construct is used here because its
emphasis is on taking vague concepts and turning
them into systematically organized ideas.
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INTRODUCTION

Qualitative and quantitative researchers ap-
proach sampling differently. Most discussions
of sampling come from researchers who use
the quantitative style, Their primary goal is to
get a representative sample, or a small collec-
tion of units or cases from a much larger col-
lection or population, such that the researcher
can study the smaller group and produce accu-
rate generalizations about the larger group.
They tend to use sampling based on theories of
probability from mathematics (called proba-
bility sampling).

Researchers have two motivations for using
probability or random sampling, The first moti-
vation is saving time and cost. If properly con-
ducted, results from a sample may yield results
at 1/1,000 the cost and time. For example, in-
stead of gathering data from 20 million people,
a researcher may draw a sample of 2,000; the
data from those 2,000 are equal for most pur-
poses to the data from all 20 million. The sec-
ond purpose of probability sampling is
accuracy. The results of a well-designed, care-
fully executed probability sample will produce
results that are equally if not more accurate than
trying to reach every single person in the whole
population. A census is usually an attempt to
count everyone. In 2000, the U.S. Census Bu-
reau tried to count everyone in the nation, but it
would have been more accurate if it used very
specialized statistical sampling.

Qualitative researchers focus less on a sam-
ple’s representativeness or on detailed techniques
for drawing a probability sample. Instead, they
focus on how the sample or small collection of
cases, units, or activities illuminates key features
of social life. The purpose of sampling is to collect
cases, events, or actions that clarify and deepen
understanding. Qualitative researchers’ concern
is to find cases that will enhance what the re-
searchers learn about the processes of social life
in a specific context. For this reason, qualitative
researchers tend to collect a second type of sam-
pling: nonprobability sampling.

NONPROBABILITY SAMPLING

Qualitative researchers rarely draw a representa-
tive sample from a huge number of cases to in-
tensely study the sampled cases—the goal in
quantitative research. Instead, they use non-
probability or nonrandom samples. This means
they rarely determine the sample size in advance
and have limited knowledge about the larger
group or population from which the sample is
taken. Unlike the quantitative researcher who
uses a preplanned approach based on mathe-
matical theory, the qualitative researcher selects
cases gradually, with the specific content of a
case determining whether it is chosen. Table 6.1

TABLE 6.1 Types of Nonprobability

Samples
Type of Sample Principle
Haphazard

Cet any cases in any manner
that is convenient.

Quota Cet a preset number of cases in
each of several predetermined
categories that will reflect the
diversity of the population,

using haphazard methods.

Cet all possible cases that fit
particular criteria, using various
methods.

Purposive

Cet cases using referrals from
one or a few cases, and then
referrals from those cases, and
so forth.

Snowball

Deviant Case Cet cases that substantially
differ from the dominant
pattern (a special type of

purposive sample).

Get cases until there is no
additional information or new
characteristics (often used with
other sampling methods).

Sequential
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shows a variety of nonprobability sampling
techniques.

Haphazard, Accidental, or
Convenience Sampling

Haphazard sampling can produce ineffective,
highly unrepresentative samples and is not rec-
ommended. When a researcher haphazardly se-
lects cases that are convenient, he or she can
easily get a sample that seriously misrepresents
the population. Such samples are cheap and
quick; however, the systematic errors that easily
occur make them worse than no sample at all.
The person-on-the-street interview conducted
by television programs is an example of a hap-
hazard sample. Television interviewers go out on
the street with camera and microphone to talk to
a few people who are convenient to interview.
The people walking past a television studio in
the middle of the day do not represent everyone
(e.g., homemakers, people in rural areas, etc.).
Likewise, television interviewers often select
people who look “normal” to them and avoid
people who are unattractive, poor, very old, or
inarticulate.

Another example of a haphazard sample is
that of a newspaper that asks readers to clip a
questionnaire from the paper and mail it in. Not
everyone reads the newspaper, has an interest in
the topic, or will take the time to cut out the
questionnaire and mail it. Some people will, and
the number who do so may seem large (e.g.,
5,000), but the sample cannot be used to gener-
alize accurately to the population. Such haphaz-
ard samples may have entertainment value, but
they can give a distorted view and seriously mis-
represent the population.

Quota Sampling

Quota sampling is an improvement over haphaz-
ard sampling. In quota sampling, a researcher
first identifies relevant categories of people (e.g.,
male and female; or under age 30, ages 30 to 60,
over age 60, etc.), then decides how many to get

in each category. Thus, the number of people in
various categories of the sample is fixed. For ex-
ample, a researcher decides to select 5 males and
5 females under age 30, 10 males and 10 females
aged 30 to 60, and 5 males and 5 females over age
60 for a 40-person sample. It is difficult to repre-
sent all population characteristics accurately (see
Figure 6.1).

Quota sampling is an improvement because
the researcher can ensure that some differences
are in the sample. In haphazard sampling, all
those interviewed might be of the same age, sex,
or race. But once the quota sampler fixes the cat-
egories and number of cases in each category, he
or she uses haphazard sampling. For example,
the researcher interviews the first five males un-
der age 30 he or she encounters, even if all five
just walked out of the campaign headquarters of
a political candidate. Not only is misrepresenta-
tion possible because haphazard sampling is .
used within the categories, but nothing prevents
the researcher from selecting people who “act
friendly” or who want to be interviewed.

A case from the history of sampling illus-
trates the limitations of quota sampling. George
Gallup’s American Institute of Public Opinion,
using quota sampling, successfully predicted the
outcomes of the 1936, 1940, and 1944 U.S. pres-
idential elections. But in 1948, Gallup predicted
the wrong candidate. The incorrect prediction
had several causes (e.g., many voters were unde-
cided, interviewing stopped early), but a major
reason was that the quota categories did not ac-
curately represent all geographical areas and all
people who actually cast a vote.

Purposive or Judgmental Sampling

Purposive sampling is used in situations in which
an expert uses judgment in selecting cases with a
specific purpose in mind. It is inappropriate if it
is used to pick the “average housewife” or the
“typical school.” With purposive sampling, the
researcher never knows whether the cases se-
lected represent the population. It is often used
in exploratory research or in field research.
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FIGURE 6.1 Quota Sampling
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Of 32 adults and children in the street scene, select 10 for the sample:
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Purposive sampling is appropriate in three
situations. First, a researcher uses it to select
unique cases that are especially informative. For
example, a researcher wants to use content analy-
sis to study magazines to find cultural themes. He
or she selects a specific popular women’s maga-
zine to study because it is trend setting.

Second, a researcher may use purposive
sampling to select members of a difficult-to-
reach, specialized population (see Hidden Popu-
lations later in this chapter). For example, the
researcher wants to study prostitutes. It is im-
possible to list all prostitutes and sample ran-
domly from the list. Instead, he or she uses
subjective information (e.g., locations where
prostitutes solicit, social groups with whom
prostitutes associate, etc.) and experts (e.g., po-
lice who work on vice units, other prostitutes,

O e o

v

4 Adult Females

i

1 Female Child

etc.) to identify a “sample” of prostitutes for in-
clusion in the research project. The researcher
uses many different methods to identify the
cases, because his or her goal is to locate as many
cases as possible.

Another situation for purposive sampling
occurs when a researcher wants to identify par-
ticular types of cases for in-depth investigation.
The purpose is less to generalize to a larger pop-
ulation than it is to gain a deeper understanding
of types. For example, Gamson (1992) used pur-
posive sampling in a focus group study of what
working-class people think about politics.
(Chapter 11 discusses focus groups.) Gamson
wanted a total of 188 working-class people to
participate in one of 37 focus groups. He sought
respondents who had not completed college but
who were diverse in terms of age, ethnicity, reli-



144 PART ONE / FOUNDATIONS

gion, interest in politics, and type of occupation.
He recruited people from 35 neighborhoods in
the Boston area by going to festivals, picnics,
fairs, and flea markets and posting notices on
many public bulletin boards. In addition to ex-
plaining the study, he paid the respondents well
so as to attract people who would not tradition-
ally participate in a study.

Snowball Sampling

Snowball sampling (also called network, chain re-
ferral, or reputational sampling) is a method for
identifying and sampling (or selecting) the cases
in a network. Itis based on an analogy to a snow-
ball, which begins small but becomes larger as it
is rolled on wet snow and picks up additional
snow. Snowball sampling is a multistage tech-
nique. It begins with one or a few people or cases
and spreads out on the basis of links to the initial
cases.

One use of snowball sampling is to sample a
network. Social researchers are often interested
in an interconnected network of people or orga-
nizations. The network could be scientists
around the world investigating the same prob-
lem, the elites of a medium-sized city, the mem-
bers of an organized crime family, persons who
sit on the boards of directors of major banks and
corporations, or people on a college campus
who have had sexual relations with each other.
The crucial feature is that each person or unit is
connected with another through a direct or indi-
rect linkage. This does not mean that each
person directly knows, interacts with, or is influ-
enced by every other person in the network.
Rather, it means that, taken as a whole, with
direct and indirect links, they are within an in-
terconnected web of linkages.

Researchers represent such a network by
drawing a sociogram—a diagram of circles con-
nected with lines. For example, Sally and Tim do
not know each other directly, but each has a
good friend, Susan, so they have an indirect con-
nection. All three are part of the same friendship
network. The circles represent each person or

case, and the lines represent friendship or other
linkages (see Figure 6.2).

Researchers also use snowball sampling in
combination with purposive sampling as in the
case of Kissane (2003) in a descriptive field re-
search study of low-income women in Philadel-
phia. The U.S. policy to provide aid and services
to low-income people changed in 1996 to in-
crease assistance (e.g., food pantries, domestic
violence shelters, drug rehabilitation services,
clothing distribution centers) delivered by non-
public as opposed to government/public agen-
cies. As frequently occurs, the policy change was
made without a study of its consequences in
advance, No one knew whether the affected low-
income people would use the assistance pro-
vided by nonpublic agencies as much as that
provided by public agencies. One year after the
new policy, Kissane studied whether low-in-
come women were equally likely to use nonpub-
lic aid. She focused on the Kensington area of
Philadelphia. It had a high (over 30 percent)

FIGURE 6.2 Sociogram of Friendship

Relations
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poverty rate and was a predominately White (85
percent) section of the city. First, she identified
nonpublic service providers by using telephone
books, the Internet, referral literature, and walk-
ing down every street of the area until she iden-
tified 50 nonpublic social service providers. She
observed that a previous study found low-in-
come women in the area distrusted outsiders
and intellectuals. Her snowball sample began
asking service providers for the names of a few
low-income women in the area. She then asked
those women to refer her to others in a similar
situation, and asked those respondents to refer
her to still others. She identified 20 low-income
women aged 21 to 50, most who had received
public assistance. She conducted in-depth,
open-ended interviews about their awareness
and experience with nonpublic agencies. She
learned that the women were less likely to get
nonpublic than public assistance. Compared to
public agencies, the women were less aware of
nonpublic agencies. Nonpublic agencies created
more social stigma, generated greater adminis-
trative hassles, were in worse locations, and in-
volved more scheduling difficulties because of
limited hours,

Deviant Case Sampling

A researcher uses deviant case sampling (also
called extreme case sampling) when he or she
seeks cases that differ from the dominant pattern
or that differ from the predominant characteris-
tics of other cases. Similar to purposive sampling,
a researcher uses a variety of techniques to locate
cases with specific characteristics. Deviant case
sampling differs from purposive sampling in that
the goal is to locate a collection of unusual, dif-
ferent, or peculiar cases that are not representa-
tive of the whole. The deviant cases are selected
because they are unusual, and a researcher hopes
to learn more about the social life by considering
cases that fall outside the general pattern or in-
cluding what is beyond the main flow of events.
For example, a researcher is interested in
studying high school dropouts. Let us say that

previous research suggested that a majority of
dropouts come from families that have low in-
come, are single parent or unstable, have been
geographically mobile, and are racial minorities.
The family environment is one in which parents
and/or siblings have low education or are them-
selves dropouts. In addition, dropouts are often
engaged in illegal behavior and have a criminal
record prior to dropping out. A researcher using
deviant case sampling would seek majority-
group dropouts who have no record of illegal ac-
tivities and who are from stable two-parent,
upper-middle—income families who are geo-
graphically stable and well educated.

Sequential Sampling

Sequential sampling is similar to purposive sam-
pling with one difference. In purposive sam-
pling, the researcher tries to find as many
relevant cases as possible, until time, financial
resources, or his or her energy is exhausted. The
goal is to get every possible case. In sequential
sampling, a researcher continues to gather cases
until the amount of new information or diver-
sity of cases is filled. In economic terms, infor-
mation is gathered until the marginal utility, or
incremental benefit for additional cases, levels
off or drops significantly. It requires that a re-
searcher continuously evaluate all the collected
cases. For example, a researcher locates and
plans in-depth interviews with 60 widows over
70 years old who have been living without a
spouse for 10 or more years. Depending on the
researcher’s purposes, getting an additional 20
widows whose life experiences, social back-
grounds, and worldviews differ little from the
first 60 may be unnecessary.

PROBABILITY SAMPLING

A specialized vocabulary or jargon has devel-
oped around terms used in probability sam-
pling. Before examining probability sampling, it
is important to review its language.
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Populations, Elements, and
Sampling Frames

A researcher draws a sample from a larger pool
of cases, or elements. A sampling element is the
unit of analysis or case in a population. It can be
a person, a group, an organization, a written
document or symbolic message, or even a social
action (e.g., an arrest, a divorce, or a kiss) that
is being measured. The large pool is the
population, which has an important role in sam-
pling. Sometimes, the term universe is used in-
terchangeably with population. To define the
population, a researcher specifies the unit being
sampled, the geographical location, and the tem-
poral boundaries of populations. Consider the
examples of populations in Box 6.1. All the
examples include the elements to be sampled
(e.g., people, businesses, hospital admissions,

Box

6.1 Examples of Populations

1. All persons aged 16 or older living in Singapore
on December 2, 1999, who were not incarcer-
ated in prison, asylums, and similar institutions

2. All business establishments employing more
than 100 persons in Ontario Province, Canada,
that operated in the month of July 2005

3. All admissions to public or private hospitals in
the state of New Jersey between August 1,
1988, and july 31, 1993

4. All television commercials aired between 7:00
aM. and 11:00 r.m. Eastern Standard Time on
three major U.S. networks between November 1
and November 25, 2006

5. All currently practicing physicians in Australia
who received medical degrees between January
1, 1960, and the present

6. All African American male heroin addicts in the
Vancouver, British Columbia, or Seattle, Wash-
ington, metropolitan areas during 2003

commercials, etc.) and geographical and time
boundaries.

A researcher begins with an idea of the pop-
ulation (e.g., all people in a city) but defines it
more precisely. The term target population refers
to the specific pool of cases that he or she wants
to study. The ratio of the size of the sample to the
size of the target population is the sampling ratio.
For example, the population has 50,000 people,
and a researcher draws a sample of 150 from it.
Thus, the sampling ratio is 150/50,000 = 0.003,
or 0.3 percent. If the population is 500 and the
researcher samples 100, then the sampling ratio
is 100/500 = 0.20, or 20 percent.

A population is an abstract concept. How
can population be an abstract concept, when
there are a given number of people at a certain
time? Except for specific small populations, one
can never truly freeze a population to measure it.
For example, in a city at any given moment,
some people are dying, some are boarding or
getting off airplanes, and some are in cars dri-
ving across city boundaries. The researcher must
decide exactly who to count. Should he or she
count a city resident who happens to be on vaca-
tion when the time is fixed? What about the
tourist staying at a hotel in the city when the
time is fixed? Should he or she count adults, chil-
dren, people in jails, those in hospitals? A popu-
lation, even the population of all people over the
age of 18 in the city limits of Milwaukee, Wis-
consin, at 12:01 a.m. on March 1, 2006, is an ab-
stract concept. It exists in the mind but is
impossible to pinpoint concretely.

Because a population is an abstract concept,
except for small specialized populations (e.g., all
the students in a classroom), a researcher needs
to estimate the population. As an abstract con-
cept, the population needs an operational defin-
ition. This process is similar to developing
operational definitions for constructs that are
measured.

A researcher operationalizes a population
by developing a specific list that closely approxi-
mates all the elements in the population. This list
is a sampling frame. He or she can choose from
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many types of sampling frames: telephone direc-
tories, tax records, driver’s license records, and
so on. Listing the elements in a population
sounds simple. It is often difficult because there
may be no good list of elements in a population.

A good sampling frame is crucial to good
sampling. A mismatch between the sampling
frame and the conceptually defined population
can be a major source of error. Just as a mis-
match between the theoretical and operational
definitions of a variable creates invalid measure-
ment, so a mismatch between the sampling
frame and the population causes invalid sam-
pling. Researchers try to minimize mismatches.
For example, you would like to sample all people
in a region of the United States, so you decide to
get a list of everyone with a driver’s license. But
some people do not have driver’s licenses, and
the lists of those with licenses, even if updated
regularly, quickly go out of date. Next, you try
income tax records. But not everyone pays taxes;
some people cheat and do not pay, others have
no income and do not have to file, some have
died or have not begun to pay taxes, and still
others have entered or left the area since the last
time taxes were due. You try telephone directo-
ries, but they are not much better; some people
are not listed in a telephone directory, some peo-
ple have unlisted numbers, and others have re-
cently moved. With a few exceptions (e.g., a list
of all students enrolled at a university), sampling
frames are almost always inaccurate. A sampling

frame can include some of those outside the tar-
get population (e.g., a telephone directory that
lists people who have moved away) or might
omit some of those inside it (e.g., those without
telephones).

Any characteristic of a population (e.g., the
percentage of city residents who smoke ciga-
rettes, the average height of all women over the
age of 21, the percent of people who believe in
UFQs) is a population parameter. It is the true
characteristic of the population. Parameters are
determined when all elements in a population
are measured. The parameter is never known
with absolute accuracy for large populations
(e.g., an entire nation), so researchers must esti-
mate it on the basis of samples. They use infor-
mation from the sample, called a statistic, to
estimate population parameters (see Figure 6.3).

A famous case in the history of sampling il-
lustrates the limitations of the technique. The
Literary Digest, a major U.S. magazine, sent
postcards to people before the 1920, 1924, 1928,
and 1932 U.S. presidential elections. The maga-
zine took the names for the sample from auto-
mobile registrations and telephone directories—
the sampling frame. People returned the post-
cards indicating whom they would vote for. The
magazine correctly predicted all four election
outcomes. The magazine’s success with predic-
tions was well known, and in 1936, it increased
the sample to 10 million. The magazine pre-
dicted a huge victory for Alf Landon over

FIGURE 6.3 A Model of the Logic of Sampling
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Franklin D. Roosevelt. But the Literary Digest
was wrong; Franklin D. Roosevelt won by a
landslide.

The prediction was wrong for several rea-
sons, but the most important were mistakes in
sampling. Although the magazine sampled a
large number of people, its sampling frame did
not accurately represent the target population
(i.e., all voters). It excluded people without tele-
phones or automobiles, a sizable percentage of
the population in 1936, during the worst of the
Great Depression of the 1930s. The frame ex-
cluded as much as 65 percent of the population
and a segment of the voting population (lower
income) that tended to favor Roosevelt. The
magazine had been accurate in earlier elections
because people with higher and lower incomes
did not differ in how they voted. Also, during
earlier elections, before the Depression, more
lower-income people could afford to have tele-
phones and automobiles.

You can learn two important lessons from
the Literary Digest mistake, First, the sampling
frame is crucial. Second, the size of a sample is
less important than whether or not it accurately
represents the population. A representative sam-
ple of 2,500 can give more accurate predications
about the U.S. population than a nonrepresenta-
tive sample of 1 million or 10 million.

Why Random?

The area of applied mathematics called proba-
bility theory relies on random processes. The
word random has a special meaning in mathe-
matics. It refers to a process that generates a
mathematically random result; that is, the selec-
tion process operates in a truly random method
(i.e., no pattern), and a researcher can calculate
the probability of outcomes. In a true random
process, each element has an equal probability
of being selected.

Probability samples that rely on random
processes require more work than nonrandom
ones. A researcher must identify specific sam-
pling elements (e.g., person) to include in the

sample. For example, if conducting a telephone
survey, the researcher needs to try to reach the
specific sampled person, by calling back four or
five times, to get an accurate random sample.

Random samples are most likely to yield a
sample that truly represents the population. In
addition, random sampling lets a researcher sta-
tistically calculate the relationship between the
sample and the population—that is, the size of
the sampling error. A nonstatistical definition of
the sampling error is the deviation between sam-
ple results and a population parameter due to
random processes.

Random sampling is based on a great deal of
sophisticated mathematics. This chapter focuses
on the fundamentals of how sampling works, the
difference between good and bad samples, how
to draw a sample, and basic principles of sam-
pling in social research. This does not mean that
random sampling is unimportant. It is essential
to first master the fundamentals. If you plan to
pursue a career using quantitative research, you
should get more statistical background than
space permits here.

Types of Probability Samples

Simple Random. The simple random sample is
both the easiest random sample to understand
and the one on which other types are modeled.
In simple random sampling, a researcher devel-
ops an accurate sampling frame, selects elements
from the sampling frame according to a mathe-
matically random procedure, then locates the
exact element that was selected for inclusion in
the sample.

After numbering all elements in a sampling
frame, a researcher uses a list of random num-
bers to decide which elements to select. He or
she needs as many random numbers as there are
elements to be sampled; for example, for a sam-
ple of 100, 100 random numbers are needed.
The researcher can get random numbers from a
random-number table, a table of numbers chosen
in a mathematically random way. Random-
number tables are available in most statistics and
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research methods books. The numbers are gen-
erated by a pure random process so that any
number has an equal probability of appearing in
any position. Computer programs can also pro-
duce lists of random numbers.

You may ask, Once I select an element from
the sampling frame, do I then return it to the
sampling frame or do I keep it separate? The
common answer is that it is not returned. Unre-
stricted random sampling is random sampling
with replacement—that is, replacing an element
after sampling it so it can be selected again. In
simple random sampling without replacement,
the researcher ignores elements already selected
into the sample.

The logic of simple random sampling can be
illustrated with an elementary example—sam-
pling marbles from a jar. I have a large jar full of
5,000 marbles, some red and some white. The
5,000 marbles are my population, and the para-
meter [ want to estimate is the percentage of red
marbles in it. I randomly select 100 marbles (I
close my eyes, shake the jar, pick one marble,
and repeat the procedure 99 times). I now have
a random sample of marbles. I count the num-
ber of red marbles in my sample to estimate the
percentage of red versus white marbles in the
population. This is a lot easier than counting all
5,000 marbles. My sample has 52 white and 48
red marbles.

Does this mean that the population para-
meter is 48 percent red marbles? Maybe not. Be-
cause of random chance, my specific sample
might be off. I can check my results by dumping
the 100 marbles back in the jar, mixing the mar-
bles, and drawing a second random sample of
100 marbles. On the second try, my sample has
49 white marbles and 51 red ones. Now I have a
problem. Which is correct? How good is this
random sampling business if different samples
from the same population can yield different re-
sults? I repeat the procedure over and over until
I have drawn 130 different samples of 100 mar-
bles each (see Box 6.2 for results). Most people
might empty the jar and count all 5,000, but I
want to see what is going on. The results of my

130 different samples reveal a clear pattern. The
most common mix of red and white marbles is
50/50. Samples that are close to that split are
more frequent than those with more uneven
splits. The population parameter appears to be
50 percent white and 50 percent red marbles.

Mathematical proofs and empirical tests
demonstrate that the pattern found in Box 6.2
always appears. The set of many random sam-
ples is my sampling distribution. It is a distribu-
tion of different samples that shows the
frequency of different sample outcomes from
many separate random samples. The pattern will
appear if the sample size is 1,000 instead of 100;
if there are 10 colors of marbles instead of 2; if
the population has 100 marbles or 10 million
marbles instead of 5,000; and if the population is
people, automobiles, or colleges instead of mar-
bles. In fact, the pattern will become clearer as
more and more independent random samples
are drawn from the population.

The pattern in the sampling distribution
suggests that over many separate samples, the
true population parameter (i.e., the 50/50 split in
the preceding example) is more common than
any other result. Some samples deviate from the
population parameter, but they are less com-
mon. When many different random samples are
plotted as in the graph in Box 6.2, then the sam-
pling distribution looks like a normal or bell-
shaped curve. Such a curve is theoretically
important and is used throughout statistics.

The central limit theorem from mathematics
tells us that as the number of different random
samples in a sampling distribution increases to-
ward infinity, the pattern of samples and the
population parameter become more predictable.
With a huge number of random samples, the
sampling distribution forms a normal curve, and
the midpoint of the curve approaches the popu-
lation parameter as the number of samples
increases.

Perhaps you want only one sample because
you do not have the time or energy to draw
many different samples. You are not alone. A
researcher rarely draws many samples. He or she
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Red White Number of Samples

42 58 1
43 57 1
45 55 2
46 54 4
47 53 8
48 52 12 Number of red and white marbles that were
49 51 21 randomly drawn from a jar of 5,000 marbles
50 50 31 with 100 drawn each time, repeated 130
51 49 20 times for 130 independent random samples.
52 48 13
53 47 9
54 46
55 45 2
57 43 _1
Total 130
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usually draws only one random sample, but the
central limit theorem lets him or her generalize
from one sample to the population. The theorem
is about many samples, but lets the researcher
calculate the probability of a particular sample
being off from the population parameter.

Random sampling does not guarantee that
every random sample perfectly represents the
population. Instead, it means that most random
samples will be close to the population most of
the time, and that one can calculate the proba-
bility of a particular sample being inaccurate. A
researcher estimates the chance that a particular
sample is off or unrepresentative (i.e., the size of
the sampling error) by using information from
the sample to estimate the sampling distribu-
tion. He or she combines this information with
knowledge of the central limit theorem to con-
struct confidence intervals.

The confidence interval is a relatively simple
but powerful idea. When television or newspa-
per polls are reported, you may hear about
- something called the margin of error being plus
or minus 2 percentage points. This is a version of
confidence intervals. A confidence interval is a
range around a specific point used to estimate a
population parameter. A range is used because
the statistics of random processes do not let a re-
searcher predict an exact point, but they let the
researcher say with a high level of confidence
(e.g., 95 percent) that the true population para-
meter lies within a certain range.

The calculations for sampling errors or con-
fidence intervals are beyond the level of this dis-
cussion, but they are based on the idea of the
sampling distribution that lets a researcher cal-
culate the sampling error and confidence inter-
val. For example, 1 cannot say, “There are
precisely 2,500 red marbles in the jar based on a
random sample.” However, I can say, “I am 95
percent certain that the population parameter
lies between 2,450 and 2,550.” I can combine
characteristics of the sample (e.g., its size, the
variation in it) with the central limit theorem to
predict specific ranges around the parameter
with a great deal of confidence.

Systematic Sampling, Systematic sampling is
simple random sampling with a shortcut for
random selection. Again, the first step is to num-
ber each element in the sampling frame. Instead
of using a list of random numbers, a researcher
calculates a sampling interval, and the interval
becomes his or her quasi-random selection
method. The sampling interval (i.e., 1 in &,
where k is some number) tells the researcher
how to select elements from a sampling frame
by skipping elements in the frame before select-
ing one for the sample.

For instance, | want to sample 300 names
from 900. After a random starting point, I select
every third name of the 900 to get a sample of 300.
My sampling interval is 3. Sampling intervals are
easy to compute. I need the sample size and the
population size {or sampling frame size as a best
estimate). You can think of the sampling interval
as the inverse of the sampling ratio. The sampling
ratio for 300 names out of 900 is 300/900 = .333 =
33.3 percent. The sampling interval is 900/300 = 3.

In most cases, a simple random sample and
a systematic sample yield virtually equivalent re-
sults. One important situation in which system-
atic sampling cannot be substituted for simple
random sampling occurs when the elements in a
sample are organized in some kind of cycle or
pattern. For example, a researcher’s sampling
frame is organized by married couples with the
male first and the female second (see Table 6.2).
Such a pattern gives the researcher an unrepre-
sentative sample if systematic sampling is used.
His or her systematic sample can be nonrepre-
sentative and include only wives because of how
the cases are organized. When his or her sample
frame is organized as couples, even-numbered
sampling intervals result in samples with all hus-
bands or all wives.

Table 6.3 illustrates simple random sam-
pling and systematic sampling. Notice that dif-
ferent names were drawn in each sample. For
example, H. Adams appears in both samples, but
C. Droullard is only in the simple random sam-
ple. This is because it is rare for any two random
samples to be identical.
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TABLE 6.2 Problems with Systematic
Sampling of Cyclical Data

Case ;
1 Husband
22 Wife
3 Husband
Wife
5 Husband
62 Wife
7 Husband
8 Wife
9 Husband
10° Wife
11 Husband
12 Wife

Random start = 2; Sampling interval = 4.
3Selected into sample.

The sampling frame contains 20 males and
20 females (gender is in parenthesis after each
name). The simple random sample yielded 3
males and 7 females, and the systematic sample
yielded 5 males and 5 females. Does this mean
that systematic sampling is more accurate? No.
To check this, draw a new sample using different
random numbers; try taking the first two digits
and beginning at the end (e.g., 11 from 11921,
then 43 from 43232). Also draw a new system-
atic sample with a different random start. The
last time the random start was 18. Try a random
start of 11. What did you find? How many of ¢
each sex?

Stratified Sampling. In stratified sampling, a
researcher first divides the population into sub-
populations (strata) on the basis of supplemen-
tary information. After dividing the population
into strata, the researcher draws a random sam-
ple from each subpopulation. He or she can
sample randomly within strata using simple ran-

TABLE 6.3

How to Draw Simple Random and Systematic Samples

1. Number each case in the sampling frame in
sequence. The list of 40 names is in
alphabetical order, numbered from 1 to 40.

2. Decide on a sample size. We will draw two 25
percent (10-name) samples.

3. For a simple random sample, locate a random-
number table (see excerpt). Before using
random-number table, count the largest
number of digits needed for the sample (e.g.,
with 40 names, two digits are needed; for 100
to 999, three digits; for 1,000 to 9,999, four
digits). Begin anywhere on the random number
table (we will begin in the upper left) and take a
set of digits (we will take the last two). Mark the
number on the sampling frame that corresponds
to the chosen random number to indicate that
the case is in the sample. If the number is too
large (over 40), ignore it. If the number appears
more than once (10 and 21 occurred twice in

the example), ignore the second occurrence.
Continue until the number of cases in the
sample (10 in our example) is reached.

4. For a systematic sample, begin with a random
start. The easiest way to do this is to point
blindly at the random number table, then take
the closest number that appears on the
sampling frame. In the example, 18 was chosen.
Start with the random number, then count the
sampling interval, or 4 in our example, to come
to the first number. Mark it, and then count the
sampling interval for the next number. Continue
to the end of the list. Continue counting the
sampling interval as if the beginning of the list
was attached to the end of the list (like a
circle). Keep counting until ending close to the
start, or on the start if the sampling interval
divides evenly into the total of the sampling
frame.
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TABLE 6.3 Continued w
Simple ) Simple

No. Name (Gender) ‘Random  Systematic No. Name (Gender) Random Systematic

01  Abrams, ). (M) 21 Hijelmhaug, N. (M) Yes'

02  Adams, H. (F) Yes Yes (6) 22 Huang, ). (F) Yes Yes (1)

03 Anderson, H. (M) 23 Ivono, V. (F)

04  Arminond, L. (M) 24 Jaquees, ). (M)

05  Boorstein, A. (M) 25  Jjohnson, A. (F)

06  Breitsprecher, P. (M) Yes Yes (7) 26 Kennedy, M. (F) Yes (2)

07  Brown,D. (F) 27  Koschoreck, L. (F)

08  Cattelino, ). (F) 28  Koykkar, ). (M)

09  Cidoni, S. (M) 29 Kozlowski, C. (F) Yes

10 Davis, L. (F) Yes® Yes (8) 30  Laurent, ). (M) Yes (3)

11 Droullard, C. (M) Yes 31 Lee,R.(F)

12 Durette, R. (F) 32 Ling,C. (M)

13 Elsnau, K. (F) Yes 33 McKinnon, K. (F)

14 Falconer, T. (M) Yes (9) 34 Min, H. (F) Yes Yes (4)

15 Fuerstenberg, J. (M) 35  Moini, A (F)

16 Fulton, P. (F) 36  Navarre, H. (M)

17 Gnewuch, S. (F) 37 O'Sullivan, C. (M)

18  Green, C. (M) START, 38 Oh,). (M) Yes (5)
Yes (10) 39  Olson, ). (M)

19 . Goodwanda, T. (F) Yes 40 Ortiz y Garcia, L. (F)

20 Harris, B. (M)

Excerpt from a Random-Number Table (for Simple Random Sample)

15010 18590 00102 42210 94174 22099

90122 38221 21529 00013 04734 60457

67256 13887 94119 11077 01061 27779

13761 23390 12947 21280 44506 36457

81994 66611 16597 44457 07621 51949

79180 25992 46178 23992 62108 43232

07984 47169 88094 82752 15318 11921

" Numbers that appeared twice in random numbers selected.

dom or systematic sampling. In stratified sam-
pling, the researcher controls the relative size of
each stratum, rather than letting random
processes control it. This guarantees representa-
tiveness or fixes the proportion of different
strata within a sample. Of course, the necessary

supplemental information about strata is not al-
ways available.

In general, stratified sampling produces
samples that are more representative of the pop-
ulation than simple random sampling if the stra-
tum information is accurate. A simple example
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illustrates why this is so. Imagine a population
that is 51 percent female and 49 percent male;
the population parameter is a sex ratio of 51 to
49. With stratified sampling, a researcher draws
random samples among females and among
males so that the sample contains a 51 to 49 per-
cent sex ratio. If the researcher had used simple
random sampling, it would be possible for a ran-
dom sample to be off from the true sex ratio in
the population. Thus, he or she makes fewer er-
rors representing the population and has a
smaller sampling error with stratified sampling.

Researchers use stratified sampling when a
stratum of interest is a small percentage of a
population and random processes could miss
the stratum by chance. For example, a researcher
draws a sample of 200 from 20,000 college stu-
dents. He or she gets information from the col-
lege registrar indicating that 2 percent of the
20,000 students, or 400, are divorced women
with children under the age of 5. This group is
important to include in the sample. There would
be 4 such students (2 percent of 200) in a repre-
sentative sample, but the researcher could miss
them by chance in one simple random sample.
With stratified sampling, he or she obtains a list
of the 400 such students from the registrar and
randomly selects 4 from it. This guarantees that
the sample represents the population with re-
gard to the important strata (see Box 6.3).

In special situations, a researcher may want
the proportion of a stratum in a sample to differ
from its true proportion in the population. For
example, the population contains 0.5 percent
Aleuts, but the researcher wants to examine
Aleuts in particular. He or she oversamples so
that Aleuts make up 10 percent of the sample.
With this type of disproportionate stratified
sample, the researcher cannot generalize directly
from the sample to the population without spe-
cial adjustments.

In some situations, a researcher wants the
proportion of a stratum or subgroup to differ
from its true proportion in the population. For
example, Davis and Smith (1992) reported that
the 1987 General Social Survey (explained in a

later chapter) oversampled African Americans,
A random sample of the U.S. population yielded
191 Blacks. Davis and Smith conducted a sepa-
rate sample of African Americans to increase the
total number of Blacks to 544. The 191 Black re-
spondents are about 13 percent of the random
sample, roughly equal to the percentage of
Blacks in the U.S. population. The 544 Blacks are
30 percent of the disproportionate sample. The
researcher who wants to use the entire sample
must adjust it to reduce the number of sampled
African Americans before generalizing to the
U.S. population. Disproportionate sampling
helps the researcher who wants to focus on is-
sues most relevant to a subpopulation. In this
case, he or she can more accurately generalize to
African Americans using the 544 respondents
than using a sample of only 191. The larger sam-
ple is more likely to reflect the full diversity of
the African American subpopulation.

Cluster Sampling. Cluster sampling addresses
two problems: Researchers lack a good sampling
frame for a dispersed population and the cost to
reach a sampled element is very high. For exam-
ple, there is no single list of all automobile me-
chanics in North America. Even if a researcher
got an accurate sampling frame, it would cost
too much to reach the sampled mechanics who
are geographically spread out. Instead of using a
single sampling frame, researchers use a sam-
pling design that involves multiple stages and
clusters.

A cluster is a unit that contains final sam-
pling elements but can be treated temporarily as
a sampling element itself. A researcher first sam-
ples clusters, each of which contains elements,
then draws a second sample from within the
clusters selected in the first stage of sampling. In
other words, the researcher randomly samples
clusters, then randomly samples elements from
within the selected clusters. This has a big prac-
tical advantage. He or she can create a good sam-
pling frame of clusters, even if it is impossible to
create one for sampling elements. Once the re-
searcher gets a sample of clusters, creating a
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Hlustration of Stratified Sampling

SAMPLE OF 100 STAFF OF GENERAL HOSPITAL, STRATIFIED BY POSITION

_ Simple Random Stratified
Population Sample Sample Bfors Compared
Position N Percent n n to the Population

Administrators 15 2.88 1 3 -2
Staff physicians 25 4.81 2 5 -3
Intern physicians 25 4.81 6 5 +1
Registered nurses 100 19.23 22 19 +3
Nurse assistants 100 19.23 21 19 +2
Medical technicians 75 14.42 9 14 +5
Orderlies 50 9.62 8 10 =2
Clerks 75 14.42 5 14 +1
Maintenance staff 30 577 3 6 -3
Cleaning staff 25 4.81 3 5 -2
Total 520 100.00 100 100

Randomly select 3 of 15 administrators, 5 of 25 staff physicians, and so on.

Note: Traditionally, N symbolizes the number in the population and n represents the number in the sample.

The simple random sample overrepresents nurses, nursing assistants, and medical technicians, but underrepresents
administrators, staff physicians, maintenance staff, and cleaning staff. The stratified sample gives an accurate representation

of each type of position.

sampling frame for elements within each cluster
becomes more manageable. A second advantage
for geographically dispersed populations is that
elements within each cluster are physically closer
to one another. This may produce a savings in
locating or reaching each element.

A researcher draws several samples in stages
in cluster sampling. In a three-stage sample, stage
1 is random sampling of big clusters; stage 2 is
random sampling of small clusters within each
selected big cluster; and the last stage is sampling
of elements from within the sampled small clus-
ters. For example, a researcher wants a sample of

individuals from Mapleville. First, he or she ran-
domly samples city blocks, then households
within blocks, then individuals within house-
holds (see Box 6.4). Although there is no accurate
list of all residents of Mapleville, there is an accu-
rate list of blocks in the city. After selecting a ran-
dom sample of blocks, the researcher counts all
households on the selected blocks to create a
sample frame for each block. He or she then uses
the list of households to draw a random sample
at the stage of sampling households. Finally, the
researcher chooses a specific individual within
each sampled household.
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Box :
lllustration of Cluster Sampling m

Goal:  Draw a random sample of 240 people in Mapleville.
Step 1:  Mapleville has 55 districts. Randomly select 6 districts.

123°456789101112131415°1617181920212223242526
27°282930317323334353637383940°414243 4445464748
49 50 51 5253 54" 55

" = Randomly selected.
Step 2:  Divide the selected districts into blocks. Each district contains 20 blocks. Randomly select 4 blocks
from the district.
Example of District 3 (selected in step 1):
1234°5678910°111213°14151617°181920
" = Randomly selected.
Step 3:  Divide blocks into households. Randomly select households.
Example of Block 4 of District 3 (selected in step 2):

Block 4 contains a mix of single-family homes, duplexes, and four-unit apartment buildings. It is bounded by
Oak Street, River Road, South Avenue, and Greenview Drive. There are 45 households on the block. Randomly
select 10 households from the 45.

1 #1 Oak Street 16 " 31T
2 #3 Oak Street 17" #7154 River Road 320
3" #5 Qak Street 18 #7156 River Road 33 "
4 " 19"  #158 River Road 34 #156 Greenview Drive
5 200 " 35 "
6 21 #13 South Avenue 36
7 #7 Qak Street 22 " 37
8 " 23 #11 South Avenue 38
9 #150 River Road 24 #9 South Avenue 39 #158 Greenview Drive
107 25 #7 South Avenue 40 "
11 " 26 #5 South Avenue 41
12 " 27 #3 South Avenue 42
13 #152 River Road 28 #1 South Avenue 43 #1160 Greenview Drive
14 " 29" 44 "
15 " 30 #7152 Greenview Drive 45 "

" = Randomly selected.

Step 4:  Select a respondent within each household.
Summary of cluster sampling:

1 person randomly selected per household
10 households randomly selected per block
4 blocks randomly selected per district

6 districts randomly selected in the city

1 X 10X 4 6 =240 people in sample




CHAPTER 6 / QUALITATIVE AND QUANTITATIVE SAMPLING 157

Cluster sampling is usually less expensive
than simple random sampling, but it is less ac-
curate. Each stage in cluster sampling introduces
sampling errors. This means a multistage cluster
sample has more sampling errors than a one-
stage random sample.

A researcher who uses cluster sampling
must decide the number of clusters and the
number of elements within each cluster. For ex-
ample, in a two-stage cluster sample of 240 peo-
ple from Mapleville, the researcher could
randomly select 120 clusters and select 2 ele-
ments from each, or randomly select 2 clusters
and select 120 elements in each. Which is best?
The general answer is that a design with more
clusters is better. This is because elements within
clusters (e.g., people living on the same block)
tend to be similar to each other (e.g., people on
the same block tend to be more alike than those
on different blocks). If few clusters are chosen,
many similar elements could be selected, which
would be less representative of the total popula-
tion. For example, the researcher could select
two blocks with relatively wealthy people and
draw 120 people from each. This would be less
representative than a sample with 120 different
city blocks and 2 individuals chosen from each.

When a researcher samples from a large ge-
ographical area and must travel to each element,
cluster sampling significantly reduces travel
costs. As usual, there is a tradeoff between accu-
racy and cost.

For example, Alan, Ricardo, and Barbara
each plan to visit and personally interview a
sample of 1,500 students who represent the pop-
ulation of all college students in North America.
Alan obtains an accurate sampling frame of all
students and uses simple random sampling. He
travels to 1,000 different locations to interview
one or two students at each. Ricardo draws a
random sample of three colleges from a list of all
3,000 colleges, then visits the three and selects
500 students from each. Barbara draws a ran-
dom sample of 300 colleges. She visits the 300
and selects 5 students at each. If travel costs av-
erage $250 per location, Alan’s travel bill is

$250,000, Ricardo’s is $750, and Barbara’s is
$75,000. Alan’s sample is highly accurate, but
Barbara’s is only slightly less accurate for one-
third the cost. Ricardo’s sample is the cheapest,
but it is not representative at all.

Probability Proportionate to Size (PPS). There
are two methods of cluster sampling. The
method just described is proportionate or un-
weighted cluster sampling. It is proportionate
because the size of each cluster (or number of
elements at each stage) is the same. The more
common situation is for the cluster groups to
be of different sizes. When this is the case, the
researcher must adjust the probability or sam-
pling ratio at various stages in sampling (see
Box 6.5).

The foregoing cluster sampling example
with Alan, Barbara, and Ricardo illustrates the
problem with unweighted cluster sampling. Bar-
bara drew a simple random sample of 300 col-
leges from a list of all 3,000 colleges, but she
made a mistake—unless every college has an
identical number of students. Her method gave
each college an equal chance of being selected—
a 300/3,000 or 10 percent chance. But colleges
have different numbers of students, so each stu-
dent does not have an equal chance to end up in
her sample.

Barbara listed every college and sampled
from the list. A large university with 40,000 stu-
dents and a small college with 400 students had
an equal chance of being selected. But if she
chose the large university, the chance of a given
student at that college being selected was 5 in
40,000 (5/40,000 = 0.0125 percent), whereas a
student at the small college had a 5 in 400 (5/400
= 1.25 percent) chance of being selected. The
small-college student was 100 times more likely
to be in her sample. The total probability of be-
ing selected for a student from the large univer-
sity was 0.125 percent (10 X 0.0125), while it
was 12.5 percent (10 X 1.25) for the small-
college student. Barbara violated a principle of
random sampling—that each element has an
equal chance to be selected into the sample.



Box

6.5

Sampling has many terms for the different parts of
samples or types of samples. A complex sample illus-
trates how researchers use them. Look at the 1980
sample for the best-known national U.S. survey in so-
ciology, the General Social Survey.

The population is defined as all resident adults
(18 years or older) in the U.S. for the universe of all
Americans. The target population consists of all Eng-
lish-speaking adults who live in households, excluding
those living in institutional settings such as college
dormitories, nursing homes, or military quarters. The
researchers estimated that 97.3 percent of all resi-
dent adults lived in households and that 97 percent
of the household population spoke sufficient English
to be interviewed.

The researchers used a complex multistage prob-
ability sample that is both a cluster sample and a
stratified sample. First, they created a national
sampling frame of all U.S. counties, independent cities,
and Standard Metropolitan Statistical Areas (SMSAs),
a Census Bureau designation for larger cities and sur-
rounding areas. Each sampling element at this first
level had about 4,000 households. They divided
these elements into strata. The strata were the four
major geographic regions as defined by the Census
Bureau, divided into metropolitan and nonmetropol-
itan areas. They then sampled from each strata using
probability proportionate to size (PPS) random selec-
tion, based on the number of housing units in each

Example Sample

county or SMSA. This gave them a sample of 84
counties or SMSAs.

For the second stage, the researchers identified
city blocks, census tracts, or the rural equivalent in
each county or SMSA. Each sampling element (e.g.,
city block) had a minimum of 50 housing units. In or-
der to get an accurate count of the number of hous-
ing units for some counties, a researcher counted
addresses in the field. The researchers selected 6 or
more blocks within each county or SMSA using PPS
to yield 562 blocks.

In the third stage, the researchers used the
household as a sampling element. They randomly se-
lected households from the addresses in the block.
After selecting an address, an interviewer contacted
the household and chose an eligible respondent from
it. The interviewer looked at a selection table for pos-
sible respondents and interviewed a type of respon-
dent (e.g., second oldest) based on the table. In
total, 1,934 people were contacted for interviews
and 75.9 percent of interviews were completed. This
gave a final sample size of 1,468. We can calculate
the sampling ratio by dividing 1,468 by the total
number of adults living in households, which was
about 150 million, which is 0.07 percent. To check
the representativeness of their sample, the re-
searchers also compared characteristics of the sam-
ple to census results (see Davis and Smith, 1992:
31-44),

If Barbara uses probability proportionate to
size (PPS) and samples correctly, then each final
sampling element or student will have an equal
probability of being selected. She does this by
adjusting the chances of selecting a college in the
first stage of sampling. She must give large col-
leges with more students a greater chance of be-
ing selected and small colleges a smaller chance.
She adjusts the probability of selecting a college
on the basis of the proportion of all students in
the population who attend it. Thus, a college

with 40,000 students will be 100 times more
likely to be selected than one with 400 students.
(See Box 6.6 for another example.)

Random-Digit Dialing. Random-digit dialing
(RDD) is a special sampling technique used in
research projects in which the general public is
interviewed by telephone. It differs from the tra-
ditional method of sampling for telephone in-
terviews because a published telephone directory
is not the sampling frame.
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6.6 Cluster Sample Example

Vaquera and Kao (2005) studied displays of affec-
tion among adolescent couples in which the couple
were either from the same or different racial groups.
Their data were from a national longitudinal study of
adolescent health given to students in grades 7
through 12 in 80 randomly selected U.S. high
schools. There were over 90,000 students in these
schools. After the schools were sampled, approxi-
mately 200 students were sampled for interviews
from within those schools. Thus, the first cluster was
the school, and students were sampled from within
the school. Because the schools were not of the same
size, ranging from 100 to 3,000 students, the au-
thors adjusted using probabilities proportionate to
size (PPS). They found that 53 percent of respon-
dents had a relationship with someone of the oppo-
site sex in the previous 18 months. Whites and
Blacks were more likely to have same-race relation-
ships (90 percent) compared to Asians and Hispan-
ics (70 percent). The authors found that same- and
mixed-race couples differed little in showing intimate
affection, but the interracial couples were less likely
to do so in public than the same-race couples.

Three kinds of people are missed when the
sampling frame is a telephone directory: people
without telephones, people who have recently
moved, and people with unlisted numbers.
Those without phones (e.g., the poor, the uned-
ucated, and transients) are missed in any tele-
phone interview study, but the proportion of the
general public with a telephone is nearly 95 per-
cent in advanced industrialized nations. As the
percentage of the public with telephones has in-
creased, the percentage with unlisted numbers
has also grown. Several kinds of people have un-
listed numbers: people who want to avoid col-
lection agencies; the very wealthy; and those who
want privacy and want to avoid obscene calls,
salespeople, and prank calls. In some urban ar-
eas, the percentage of unlisted numbers is as

high as 50 percent. In addition, people change
their residences, so directories that are published
annually or less often have numbers for people
who have left and do not list those who have re-
cently moved into an area. Plus, directories do
not list cell phone numbers. A researcher using
RDD randomly selects telephone numbers,
thereby avoiding the problems of telephone di-
rectories. The population is telephone numbers,
not people with telephones. Random-digit dial-
ing is not difficult, but it takes time and can frus-
trate the person doing the calling.

Here is how RDD works in the United
States. Telephone numbers have three parts: a
three-digit area code, a three-digit exchange
number or central office code, and a four-digit
number. For example, the area code for Madi-
son, Wisconsin, is 608, and there are many ex-
changes within the area code (e.g., 221, 993, 767,
455); but not all of the 999 possible three-digit
exchanges (from 001 to 999) are active. Likewise,
not all of the 9,999 possible four-digit numbers
in an exchange (from 0000 to 9999) are being
used. Some numbers are reserved for future ex-
pansion, are disconnected, or are temporarily
withdrawn after someone moves. Thus, a possi-
ble U.S. telephone number consists of an active
area code, an active exchange number, and a
four-digit number in an exchange.

In RDD, a researcher identifies active area
codes and exchanges, then randomly selects
four-digit numbers. A problem is that the re-
searcher can select any number in an exchange.
This means that some selected numbers are out
of service, disconnected, pay phones, or num-
bers for businesses; only some numbers are what
the researcher wants—working residential
phone numbers. Until the researcher calls, it is
not possible to know whether the number is a
working residential number. This means spend-
ing a lot of time getting numbers that are dis-
connected, for businesses, and so forth.

Remember that the sampling element in
RDD is the phone number, not the person or the
household. Several families or individuals can
share the same phone number, and in other sit-
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uations each person may have a separate phone
number or more than one phone number. This
means that after a working residential phone is
reached, a second stage of sampling is necessary,
within household sampling, to select the person
to be interviewed.

Box 6.5 presents an example of how the
many sampling terms and ideas can be used to-
gether in a specific real-life situation.

Hidden Populations

In contrast to sampling the general population
or visible and accessible people, sampling hidden
populations (i.e., people who engage in con-
cealed activities) is a recurrent issue in the
studies of deviant or stigmatized behavior. It il-
lustrates the creative application of sampling
principles, mixing qualitative and quantitative
styles of research and often using nonprobability
techniques. Examples of hidden populations in-
clude illegal drug users, prostitutes, homosexu-
als, people with HIV/AIDS, homeless people,
and others,

Tyldum and Brunovskis (2005) described
ways to measure the hidden population of
women and children victims of sex trafficking in
Norway. They suggested using multiple sam-
pling approaches and thinking of in terms of
several overlapping populations in which vic-
tims are a subset. One population is all working
prostitutes. By telephoning all identifiable escort
and massage services, then calculating response
rates and the number of women per phone, the
authors estimated that 600 female prostitutes
worked in the Oslo metro area in October 2003.
Based on number of months most women work
in prostitution and their turnover rate each year,
they estimated that 1,100 different women work
as prostitutes in Oslo in a year. Of these, about
80 percent of them are of non-Norwegian ori-
gin. Victims of sex trafficking are a subset among
the roughly 800 non-Norwegians who work as
prostitutes who are being exploited by others
and working involuntary. A second population
is the women law-enforcement officials or non-

government service agencies identified as vic-
tims. Law-enforcement estimates depend on the
specific level of enforcement efforts and are most
likely to identify a small percent of the most vis-
ible and serious cases. Similar difficulties exist
with nongovernment service agencies that pro-
vide aid to victims. Thus, during the first 10
months of 2004, Norwegian police detected 42
sex trafficking victims. This is subset of all possi-
ble trafficking victims. For this population
Tyldum and Brunovskis suggested using a cap-
ture-recapture method borrowed from biology.
In capture-recapture, a percentage of the same
cases will reappear across multiple attempts to
“capture” cases (with a release after past cap-
ture). This percentage recaptured allows re-
searchers to estimate the size of the total
population. A third population is that of mi-
grants who have returned to their countty of ori-
gin. By surveying returnees and estimating the
proportion of them who are former trafficking
victims, researchers have another way to esti-
mate the size of the hidden population.

Draus and associates (2005) described their
sampling a hidden population in a field research
study of illicit drug users in four rural Ohio
counties. They used respondent-driven sam-
pling (RDS), which is a version of snowball sam-
pling and appropriate when members of a
hidden population are likely to maintain contact
with one another. This type of sampling begins
by identifying an eligible case or participant.
This person, called a “seed,” is given referral
coupons to distribute among other eligible peo-
ple who engage in the same activity. For each
successful referral, the “seed” receives some
money. This process is repeated with several
waves of new recuits until the a point of satura-
tion (see Sequential Sampling earlier in this
chapter). In the study by Draus and associates,
each interviewed drug-using participant was
paid $50 for an initial two-hour interview and
$35 for an hour-long follow-up interview. The
participants received three referral coupons at
the end of the initial interview and got $10 for
each eligible participant they referred who com-
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pleted an initial interview. No participant re-
ceived more than three referral coupons. Some-
times this yielded no new participants, but at
other times more than the three people with re-
ferral coupons were recruited. In one case, a
young man heard about the study at a local tatoo
parlor and called the study office in July 2003.
He (participant 157) had been a powder cocaine
user and in his interview said he knew many
other drug users. He referred two new partici-
pants (participants 161 and 146) who came in
about one month later. Participant 161 did not
refer anyone new, but participant 146 referred
four new people, and two of the four (154 and
148) referred still others. Participant 154 re-
ferred four new people and 146 referred one new
person, and that one person, (participant 158)
referred four others. This sampling process that
took place in different geographic locations pro-
duced 249 users of cocaine or methanmpheta-
mine between June 2002 and February 2004.
You are now familiar with several major
types of probability samples (see Table 6.4) and
supplementary techniques used with them (e.g.,
PPS, within-household, RDD, and RDS) that
may be appropriate. In addition, you have seen
how researchers combine nonprobability and
probability sampling for special situations, such
as hidden populations. Next, we turn to deter-
mining a sample size for probability samples.

How Large Should a Sample Be?

Students and new researchers often ask, “How
large does my sample have to be?” The best an-
swer is, “It depends.” It depends on the kind of
data analysis the researcher plans, on how accu-
rate the sample has to be for the researcher’s
purposes, and on population characteristics. As
you have seen, a large sample size alone does not
guarantee a representative sample. A large sam-
ple without random sampling or with a poor
sampling frame is less representative than a
smaller one with random sampling and an ex-
cellent sampling frame. Good samples for quali-
tative purposes can be very small.

TABLE 6.4 Types of Probability

Samples

I Type of Sample Technique
Simple Random Create a sampling frame for all
cases, then select cases using
a purely random process (e.g.,
random-number table or
computer program).

Stratified Create a sampling frame for
each of several categories of
cases, draw a random sample
from each category, then

combine the several samples.

Create a sampling frame,
calculate the sampling interval
1/k, choose a random starting
place, then take every 1/k
case.

Systematic

Cluster Create a sampling frame for
larger cluster units, draw a
random sample of the cluster
units, create a sampling frame
for cases within each selected
cluster unit, then draw a
random sample of cases, and

so forth.

The question of sample size can be ad-
dressed in two ways. One is to make assump-
tions about the population and use statistical
equations about random sampling processes.
The calculation of sample size by this method re-
quires a statistical discussion that is beyond the
level of this text. The researcher must make as-
sumptions about the degree of confidence (or
number of errors) that is acceptable and the de-
gree of variation in the population.

A second and more frequently used method
is a rule of thumb—a conventional or com-
monly accepted amount. Researchers use it be-
cause they rarely have the information required
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by the statistical method and because it gives
sample sizes close to those of the statistical
method. Rules of thumb are not arbitrary but
are based on past experience with samples that
have met the requirements of the statistical
method.

One principle of sample sizes is, the smaller
the population, the bigger the sampling ratio has
to be for an accurate sample (i.e., one with a high
probability of yielding the same results as the en-
tire population). Larger populations permit
smaller sampling ratios for equally good sam-
ples. This is because as the population size
grows, the returns in accuracy for sample size
shrink.

For small populations (under 1,000), a re-
searcher needs a large sampling ratio (about 30
percent). For example, a sample size of about
300 is required for a high degree of accuracy. For
moderately large populations (10,000), a smaller
sampling ratio (about 10 percent) is needed to
be equally accurate, or a sample size of around
1,000. For large populations (over 150,000),
smaller sampling ratios (1 percent) are possible,
and samples of about 1,500 can be very accurate.
To sample from very large populations (over 10
million), one can achieve accuracy using tiny
sampling ratios (0.025 percent) or samples of
about 2,500. The size of the population ceases to
be relevant once the sampling ratio is very small,
and samples of about 2,500 are as accurate for
populations of 200 million as for 10 million.
These are approximate sizes, and practical limi-
tations (e.g., cost) also play a role in a re-
searcher’s decision.

A related principle is that for small samples,
small increases in sample size produce big gains
in accuracy. Equal increases in sample size pro-
duce more of an increase in accuracy for small
than for large samples.

A researcher’s decision about the best sam-
ple size depends on three things: (1) the degree
ofaccuracy required, (2) the degree of variability
or diversity in the population, and (3) the num-
ber of different variables examined simultane-
ously in data analysis. Everything else being

equal, larger samples are needed if one wants
high accuracy, if the population has a great deal
of variability or heterogeneity, or if one wants to
examine many variables in the data analysis si-
multaneously. Smaller samples are sufficient
when less accuracy is acceptable, when the pop-
ulation is homogeneous, or when only a few
variables are examined at a time.

The analysis of data on subgroups also af-
fects a researcher’s decision about sample size. If
the researcher wants to analyze subgroups in the
population, he or she needs a larger sample. For
example, I want to analyze four variables for
males between the ages of 30 and 40 years old. If
this sample is of the general public, then only a
small proportion (e.g., 10 percent) of sample
cases will be males in that age group. A rule of
thumb is to have about 50 cases for each sub-
group to be analyzed. Thus, if I want to analyze
a group that is only 10 percent of the popula-
tion, then I should have 10 X 50 or 500 cases'in
the sample to be sure I get enough for the sub-
group analysis.

Drawing Inferences

A researcher samples so he or she can draw in-
ferences from the sample to the population. In
fact, a subfield of statistical data analysis that
concerns drawing accurate inferences is called
inferential statistics. The researcher directly ob-
serves variables using units in the sample. The
sample stands for or represents the population.
Researchers are not interested in samples in
themselves; they want to infer to the population.
Thus, a gap exists between what the researcher
concretely has (a sample) and what is of real in-
terest (a population) (see Figure 6.4).

In the last chapter, you saw how the logic of
measurement could be stated in terms of a gap
between abstract constructs and concrete indica-
tors. Measures of concrete, observable data are
approximations for abstract constructs. Re-
searchers use the approximations to estimate
what is of real interest (i.e., constructs and causal
laws). Conceptualization and operationalization
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FIGURE 6.4 Model of the Logic of Sampling and of Measurement

A Model of the Logic of Sampling

What You Population

Would Like to PN
Talk About

What You Actually
Observe in the Data

Sample

Sampling | Sampling Process =
Frame >

A Model of the Logic of Measurement

Theoretical Concepts
and Causal Laws

What You Would Like
to Talk About

Operationalization

What You Actually
Observe in the Data
Measures
and Empirical Relationships

A Model Combining Logics of Sampling and Measurement

Population
What You Sample
Would Like to /£
Talk About £ /\
Measures
and

> Empirical
\-/Relationships
What You Actually
Observe in the Data



164 PART ONE / FOUNDATIONS

bridge the gap in measurement just as the use of
sampling frames, the sampling process, and in-
ference bridge the gap in sampling.

Researchers put the logic of sampling and
the logic of measurement together by directly
observing measures of constructs and empirical
relationships in samples (see Figure 6.4). They
infer or generalize from what they can observe
empirically in samples to the abstract causal laws
and constructs in the population.

Validity and sampling error have similar
functions, as can be illustrated by the analogy
between the logic of sampling and the logic of
measurement—that is, between what is ob-
served and what is discussed. In measurement, a
researcher wants valid indicators of constructs—
that is, concrete indicators that accurately repre-
sent abstract constructs. In sampling, he or she
wants samples that have little sampling error—
concrete collections of cases that accurately rep-
resent unseen and abstract populations. A valid
measure deviates little from the construct it rep-
resents. A sample with little sampling error per-
mits estimates that deviate little from population
parameters.

Researchers try to reduce sampling errors.
The calculation of the sampling error is not pre-
sented here, but it is based on two factors: the
sample size and the amount of diversity in the
sample. Everything else being equal, the larger
the sample size, the smaller the sampling error.
Likewise, the greater the homogeneity (or the
less the diversity) in a sample, the smaller its
sampling error.

Sampling error is also related to confidence
intervals. If two samples are identical except that
one is larger, the one with more cases will have a
smaller sampling error and narrower confidence
intervals. Likewise, if two samples are identical
except that the cases in one are more similar to
each other, the one with greater homogeneity
will have a smaller sampling error and narrower
confidence intervals. A narrow confidence inter-
val means more precise estimates of the popula-
tion parameter for a given level of confidence.
For example, a researcher wants to estimate av-

erage annual family income. He or she has two
samples. Sample 1 gives a confidence interval of
$30,000 to $36,000 around the estimated popu-
lation parameter of $33,000 for an 80 percent
level of confidence. For a 95 percent level of con-
fidence, the range is $23,000 to $43,000. A sam-
ple with a smaller sampling error (because it is
larger or is more homogeneous) might give a
$30,000 to $36,000 range for a 95 percent confi-
dence level.

——————

CONCLUSION

In this chapter, you learned about sampling.
Sampling is widely used in social research. You
learned about types of sampling that are not
based on random processes. Only some are ac-
ceptable, and their use depends on special cir-
cumstances. In general, probability sampling is
preferred by quantitative researchers because it
produces a sample that represents the popula-
tion and enables the researcher to use powerful
statistical techniques. In addition to simple ran-
dom sampling, you learned about systematic,
stratified, and cluster sampling. Although this
book does not cover the statistical theory used in
random sampling, from the discussion of sam--
pling error, the central limit theorem, and sam-
ple size, it should be clear that random sampling
produces more accurate and precise sampling.
Before moving on to the next chapter, it
may be useful to restate a fundamental principle
of social research: Do not compartmentalize the
steps of the research process; rather, learn to see
the interconnections between the steps. Re-
search design, measurement, sampling, and spe-
cific research techniques are interdependent.
Unfortunately, the constraints of presenting in-
formation in a textbook necessitate presenting
the parts separately, in sequence. In practice, re-
searchers think about data collection when they
design research and develop measures for vari-
ables. Likewise, sampling issues influence re-
search design, measurement of variables, and
data collection strategies. As you will see in fu-
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ture chapters, good social research depends on
simultaneously controlling quality at several dif-
ferent steps—research design, conceptualiza-
tion, measurement, sampling, and data
collection and handling. The researcher who
makes major errors at any one stage may make
an entire research project worthless.

Key Terms

central limijt theorem
cluster sampling
confidence intervals
deviant case sampling
haphazard sampling
hidden populations
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parameter
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INTRODUCTION

Someone hands you a sheet of paper full of ques-
tions. The first reads: “I would like to learn your
opinion of the Neuman research methods text-
book. Would you say it is (a) well organized, (b)
adequately organized, or (c) poorly organized?”
You probably would not be shocked by this. It is
a kind of survey, and most of us are accustomed
to surveys by the time we reach adulthood.

The survey is the most widely used data-
gathering technique in sociology, and it is used
in many other fields, as well. In fact, surveys are
almost too popular. People sometimes say, “Do
a survey” to get information about the social
world, when they should be asking, “What is the
most appropriate research design?” Despite the
popularity of surveys, it is easy to conduct a sur-
vey that yields misleading or worthless results.
Good surveys require thought and effort.

All surveys are based on the professional so-
cial research survey. In this chapter, you will
learn the main ingredients of good survey re-
search, as well as the limitations of the survey
method.

Research Questions Appropriate
for a Survey

Survey research developed within the positivist
approach to social science. The survey asks many
people (called respondents) about their beliefs,
opinions, characteristics, and past or present
behavior.

Surveys are appropriate for research ques-
tions about self-reported beliefs or behaviors.
They are strongest when the answers people give
to questions measure variables. Researchers usu-
ally ask about many things at one time in sur-
veys, measure many variables (often with
multiple indicators), and test several hypotheses
in a single survey.

Although the categories overlap, the follow-
ing can be asked in a survey:
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1. Behavior. How frequently do you brush
your teeth? Did you vote in the last city elec-
tion? When did you last visit a close relative?

2. Attitudes/beliefs/opinions. What kind of job
do you think the mayor is doing? Do you
think other people say many negative things
about you when you are not there? What is
the biggest problem facing the nation these
days?

3. Characteristics. Are you married, never mar-
ried, single, divorced, separated, or wid-
owed? Do you belong to a union? What is
your age?

4. Expectations. Do you plan to buy a new car
in the next 12 months? How much school-
ing do you think your child will get? Do you
think the population in this town will grow,
shrink, or stay the same?

5. Self-classification. Do you consider yourself
to be liberal, moderate, or conservative?
Into which social class would you put your
family? Would you say you are highly reli-
gious or not religious?

6. Knowledge. Who was elected mayor in the
last election? About what percentage of the
people in this city are non-White? Is it legal
to own a personal copy of Karl Marx’s
Communist Manifesto in this country?

Researchers warn against using surveys to
ask “why?” questions (e.g., Why do you think
crime occurs?). “Why?” questions are appropri-
ate, however, if a researcher wants to discover a
respondent’s subjective understanding or infor-
mal theory (i.e., the respondent’s own view of
“why” he or she acts a certain way). Because few
respondents are fully aware of the causal factors
that shape their beliefs or behavior, such ques-
tions are not a substitute for the researcher de-
veloping a consistent causal theory of his or her
own that builds on the existing scientific litera-
ture.

An important limitation of survey research
is that it provides data only of what a person or
organization says, and this may differ from what
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he or she actually does. This is illustrated by
Pager and Quillian (2005), who compared tele-
phone survey responses from Milwaukee-area
employers about their willingness to hire ex-of-
fenders of different races with an “audit.” In the
audit, a trained pair of young males with specific
characteristics applied for 350 job openings in
December 2001. Employers agreed to hire 34
percent of White and 14 percent of Black appli-
cants. The applicants had identical job experi-
ence and credentials and no criminal records.
The same employers agreed to hire 17 percent of
Whites and 5 percent of Blacks with identical job
experience and credentials but also with a crim-
inal record for illegal drug use. The employers
were telephoned a few months later. Pager and
Quillian found in the telephone survey far more
employers expressed a willingness to hire an
ex-offender (67 percent) and there were no dif-
ferences in the offender’s race. Also, certain em-
ployers said they were more willing to hire an
ex-offender, but in the audit all employers acted
the same. The authors said, “Survey responses
have very little connection to the actual behav-
iors exhibited by these employers” (2005:367).

THE LOGIC OF SURVEY
RESEARCH

What Is a Survey?

Survey researchers sample many respondents
who answer the same questions. They measure
many variables, test multiple hypotheses, and in-
fer temporal order from questions about past
behavior, experiences, or characteristics. For ex-
ample, years of schooling or a respondent’s race
are prior to current attitudes. An association
among variables is measured with statistical
techniques. Survey researchers think of alterna-
tive explanations when planning a survey,
measure variables that represent alternative ex-
planations (i.e., control variables), then statisti-
cally examine their effects to rule out alternative
explanations.
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Survey research is often called correlational.
Survey researchers use questions as control vari-
ables to approximate the rigorous test for causal-
ity that experimenters achieve with their
physical control over temporal order and alter-
native explanations.

Steps in Conducting a Survey

The survey researcher follows a deductive ap-
proach. He or she begins with a theoretical or
applied research problem and ends with empir-
ical measurement and data analysis. Once a
researcher decides that the survey is an appro-
priate method, basic steps in a research project
can be divided into the substeps outlined in
Figure 7.1.

In the first phase, the researcher develops an
instrument—a survey questionnaire or inter-
view schedule—that he or she uses to measure
variables. Respondents read the questions them-
selves and mark answers on a questionnaire. An
interview schedule is a set of questions read to the
respondent by an interviewer, who also records
responses. To simplify the discussion, I will use
only the term questionnaires.

A survey researcher conceptualizes and op-
erationalizes variables as questions. He or she
writes and rewrites questions for clarity and
completeness, and organizes questions on the
questionnaire based on the research question,
the respondents, and the type of survey. (The
types of surveys are discussed later.)

When preparing a questionnaire, the re-
searcher thinks ahead to how he or she will
record and organize data for analysis. He or she
pilot-tests the questionnaire with a small set of
respondents similar to those in the final survey.
If interviewers are used, the researcher trains
them with the questionnaire. He or she asks re-
spondents in the pilot-test whether the questions
were clear and explores their interpretations to
see if his or her intended meaning was clear. The
researcher also draws the sample during this
phase.



FIGURE 7.1  Steps in the Process of
Survey Research

Step 1:
+ Develop hypotheses.
¢ Decide on type of survey
(mail, interview, telephone).
¢ Write survey questions.
* Decide on response categories.
» Design layout.

Step 2:
¢ Plan how to record data.
* Pilot test survey instrument.

Step 3:

¢ Decide on target population.
¢ Get sampling frame.

¢ Decide on sample size.

¢ Select sample.

Step 4:

e Locate respondents.
e Conduct interviews.
e Carefully record data.

Step 5:

* Enter data into computers.

* Recheck all data.

* Perform statistical analysis on data.

Step 6:

e Describe methods and findings
in research report.

* Present findings to others for
critique and evaluation.

13
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After the planning phase, the researcher is
ready to collect data. This phase is usually shorter
than the planning phase. He or she locates sam-
pled respondents in person, by telephone, or by
mail. Respondents are given information and in-
structions on completing the questionnaire or
interview. The questions follow, and there is a
simple stimulus/response or question/answer
pattern. The researcher accurately records an-
swers or responses immediately after they are
given. After all respondents complete the ques-
tionnaire and are thanked, he or she organizes
the data and prepares them for statistical analysis.

Survey research can be complex and expen-
sive and it can involve coordinating many peo-
ple and steps. The administration of survey
research requires organization and accurate
record keeping. The researcher keeps track of
each respondent, questionnaire, and inter-
viewer. For example, he or she gives each sam-
pled respondent an identification number,
which also appears on the questionnaire. He or
she then checks completed questionnaires
against a list of sampled respondents. Next, the
researcher reviews responses on individual ques-
tionnaires, stores original questionnaires, and
transfers information from questjonnaires to a
format for statistical analysis. Meticulous book-
keeping and labeling are essential. Otherwise,
the researcher may find that valuable data and
effort are lost through sloppiness.

CONSTRUCTING THE
QUESTIONNAIRE

Principles of Good Question Writing

A good questionnaire forms an integrated
whole. The researcher weaves questions together
so they flow smoothly. He or she includes intro-
ductory remarks and instructions for clarifica-
tion and measures each variable with one or
more survey questions.

Three principles for effective survey ques-
tions are: Keep it clear, keep it simple, and keep



170

the respondent’s perspective in mind. Good sur-
vey questions give the researcher valid and reli-
able measures. They also help respondents feel
that they understand the question and that their
answers are meaningful. Questions that do not
mesh with a respondent’s viewpoint or that re-
spondents find confusing are not good mea-
sures. A survey researcher must exercise extra
care if the respondents are heterogeneous or
come from different life situations than his or
her own.

Researchers face a dilemma. They want each
respondent to hear exactly the same questions,
but will the questions be equally clear, relevant,
and meaningful to all respondents? If respon-
dents have diverse backgrounds and frames of
reference, the exact same wording may not have
the same meaning. Yet, tailoring question word-
ing to each respondent makes comparisons al-
most impossible. A researcher would not know
whether the wording of the question or the dif-
ferences in respondents accounted for different
answers.

Question writing is more of an art than a
science. It takes skill, practice, patience, and cre-
ativity. The principles of question writing are il-
lustrated in the following 12 things to avoid
when writing survey questions. The list does not
include every possible error, only the more fre-
quent problems.

1. Avoid jargon, slang, and abbreviations. Jar-
gon and technical terms come in many forms.
Plumbers talk about snakes, lawyers about a con-
tract of uberrima fides, psychologists about the
Oedipus complex. Slang is a kind of jargon within
a subculture—for example, the homeless talk
about a snowbird and skiers about a hotdog. Also
avoid abbreviations. NATO usually means
North Atlantic Treaty Organization, but for a re-
spondent, it might mean something else (Na-
tional Auto Tourist Organization, Native
Alaskan Trade Orbit, or North African Tea Of-
fice). Avoid slang and jargon unless a specialized
population is being surveyed. Target the vocab-
ulary and grammar to the respondents sampled.
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For the general public, this is the language used
on television or in the newspaper (about an
eighth-grade reading vocabulary). Survey re-
searchers have learned that some respondents
may not understand basic terminology.

2. Avoid ambiguity, confusion, and vagueness.
Ambiguity and vagueness plague most question
writers. A researcher might make implicit as-
sumptions without thinking of the respondents.
For example, the question, “What is your in-
come?” could mean weekly, monthly, or annual;
family or personal; before taxes or after taxes; for
this year or last year; from salary or from all
sources. The confusion causes inconsistencies in
how different respondents assign meaning to
and answer the question. The researcher who
wants before-tax annual family income for last
year must explicitly ask for it.!

Another source of ambiguity is the use of in-
definite words or response categories. For exam-
ple, an answer to the question, “Do you jog
regularly? Yes No _,” hinges on the
meaning of the word regularly. Some respon-
dents may define regularly as every day, others as
once a week. To reduce respondent confusion
and get more information, be specific—ask
whether a person jogs “about once a day,” “a few
times a week,” “once a week,” and so on. (See
Box 7.1 on improving questions.)

3. Avoid emotional language. Words have im-
plicit connotative as well as explicit denotative
meanings. Words with strong emotional conno-
tations can color how respondents hear and an-
swer survey questions.

Use neutral language. Avoid words with
emotional “baggage,” because respondents may
react to the emotionally laden words rather than
to the issue. For example, the question, “What
do you think about a policy to pay murderous
terrorists who threaten to steal the freedoms of
peace-loving people?” is full of emotional words
(murderous, freedoms, steal, and peace).

4. Avoid prestige bias. Titles or positions in so-
ciety (e.g., president, expert, etc.) carry prestige




Box

71 Improving Unclear Questions

Here are three survey questions written by experi-
enced professional researchers. They revised the
original wording after a pilot test revealed that 15
percent of respondents asked for clarification or gave

Original Question Problem
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inadequate answers (e.g., don't know). As you can
see, question wording is an art that may improve with
practice, patience, and pilot testing.

Revised Question

Do you exercise or play
sports regularly?

What is the average number of

days each week you have butter?  as butter?

[Following question on eggs]
What is the number of servings
in a typical day?

What counts as exercise?

Does margarine count

How many eggs is a serving?
What is a typical day?

Do you do any sports or hobbies,
physical activities, or exercise,
including walking, on a regular basis?

The next question is just about
butter—not including margarine.
How many days a week do you have
butter?

On days when you eat eggs, how
many eggs do you usually have?

Responses to Percentage Asking
Question for Clarification
Original Revision Original Revision
Exercise question (% saying “yes”) 48% 60% 5% 0%
Butter question (% saying “none”) 33% 55% 18% 13%
Egg question (% saying “one”) 80% 33% 33% 0%

Source: Adapted from Fowler (1992).

or status. Issues linked to people with high social
status can color how respondents hear and an-
swer survey questions. Avoid associating a state-
ment with a prestigious person or group.
Respondents may answer on the basis of their
feelings toward the person or group rather than
addressing the issue. For example, saying, “Most
doctors say that cigarette smoke causes lung dis-
ease for those near a smoker. Do you agree?” af-
fects people who want to agree with doctors.

Likewise, a question such as, “Do you support
the president’s policy regarding Kosovo?” will be
answered by respondents who have never heard
of Kosovo on the basis of their view of the
president.

5. Avoid double-barreled questions. Make each
question about one and only one topic. A
double-barreled question consists of two or more
questions joined together. It makes a respon-
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dent’s answer ambiguous. For example, if asked,
“Does this company have pension and health in-
surance benefits?” a respondent at a company
with health insurance benefits only might an-
swer either yes or no. The response has an am-
biguous meaning, and the researcher cannot be
certain of the respondent’s intention. A re-
searcher who wants to ask about the joint occur-
rence of two things—for example, a company
with both health insurance and pension bene-
fits—should ask two separate questions.

6. Do not confuse beliefs with reality. Do not
confuse what a respondent believes with what
you, the researcher, measures. A respondent
may think that a relationship exists between two
variables but this is not an empirical measure-
ment of variables in a relationship. For example,
a researcher wants to find out if students rate
teachers higher who tell many jokes in class. The
two variables are “teacher tells jokes” and “rating
the teacher.” The wrong way to approach the is-
sue is to ask students, “Do you rate a teacher
higher if the teacher tells many jokes?” This mea-
sures whether or not students believe that they
rate teachers based on joke telling; it does not
measure the empirical relationship. The correct
way is to ask two separate empirically based
questions: “How do you rate this teacher?” and
“How many jokes does the teacher tell in class?”
Then the researcher can examine answers to the
two questions to determine if there is an associ-
ation between them. People’s beliefs about a re-
lationship among variables are distinct from an
actual empirical relationship.

7. Avoid leading questions. Make respondents
feel that all responses are legitimate. Do not let
them become aware of an answer that the re-
searcher wants. A leading (or loaded) question is
one that leads the respondent to choose one re-
sponse over another by its wording. There are
many kinds of leading questions. For example,
the question, “You don’t smoke, do you?” leads
respondents to state that they do not smoke.

Loaded questions can be stated to get either
positive or negative answers, For example,

“Should the mayor spend even more tax money
trying to keep the streets in top shape?” leads re-
spondents to disagree, whereas “Should the
mayor fix the pot-holed and dangerous streets
in our city?” is loaded for agreement.

8. Avoid asking questions that are beyond re-
spondents’ capabilities. Asking something that
few respondents know frustrates respondents
and produces poor-quality responses. Respon-
dents cannot always recall past details and may
not know specific factual information. For ex-
ample, asking an adult, “How did you feel about
your brother when you were 6 years old?” is
probably worthless. Asking respondents to make
a choice about something they know nothing
about (e.g., a technical issue in foreign affairs or
an internal policy of an organization) may result
in an answer, but one that is unreliable and
meaningless. When many respondents are un-
likely to know about an issue, use a full-filter
question form (to be discussed).

Phrase questions in the terms in which re-
spondents think. For example, few respondents
will be able to answer, “How many gallons of
gasoline did you buy last year for your car?” Yet,
respondents may be able to answer a question
about gasoline purchases for a typical week,
which the researcher can multiply by 52 to esti-
mate annual purchases.?

9. Avoid false premises. Do not begin a ques-
tion with a premise with which respondents may
not agree, then ask about choices regarding it.
Respondents who disagree with the premise will
be frustrated and not know how to answer. For
example, the question, “The post office is open
too many hours. Do you want it to open four
hours later or close four hours earlier each day?”
leaves those who either oppose the premise or
oppose both alternatives without a meaningful
choice.

A better question explicitly asks the respon-
dent to assume a premise is true, then asks for a
preference. For example, “Assuming the post of-
fice has to cut back its operating hours, which
would you find more convenient, opening four




hours later or closing four hours earlier each
day?” Answers to a hypothetical situation are not
very reliable, but being explicit will reduce frus-
tration.

10. Avoid asking about intentions in the distant
future. Avoid asking people about what they
might do under hypothetical circumstances far
in the future. Responses are poor predictors of
behavior removed far from their current situa-
tion or far in the future. Questions such as,
“Suppose a new grocery store opened down the
road in three years. Would you shop at it?” are
usually a waste of time. It is better to ask about
current or recent attitudes and behavior. In gen-
eral, respondents answer specific, concrete ques-
tions that relate to their experiences more
reliably than they do those about abstractions
that are beyond their immediate experiences.

11. Avoid double negatives. Double negatives in
ordinary language are grammatically incorrect
and confusing. For example, “T ain’t got no job”
logically means that the respondent does have a
job, but the second negative is used in this way
for emphasis. Such blatant errors are rare, but
more subtle forms of the double negative are
also confusing. They arise when respondents are
asked to agree or disagree with a statement. For
example, respondents who disagree with the
statement, “Students should not be required to
take a comprehensive exam to graduate” are log-
ically stating a double negative because they
disagree with not doing something.

12. Avoid overlapping or unbalanced response
categories. Make response categories or choices
mutually exclusive, exhaustive, and balanced.
Mutually exclusive means that response cate-
gories do not overlap. Overlapping categories
that are numerical ranges (e.g., 5-10, 10-20,
20-30) can be easily corrected (e.g., 5-9, 10-19,
20-29). The ambiguous verbal choice is another
type of overlapping response category—for ex-
ample, “Are you satisfied with your job or are
there things you don’t like about it?” Exhaustive
means that every respondent has a choice—a
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place to go. For example, asking respondents,
“Are you working or unemployed?” leaves out
respondents who are not working but do not
consider themselves unemployed (e.g., full-time
homemakers, people on vacation, students, peo-
ple with disabilities, retired people, etc.). A re-
searcher first thinks about what he or she wants
to measure and then considers the circum-
stances of respondents. For example, when ask-
ing about a respondent’s employment, does the
researcher want information on the primary job
or on all jobs? On full-time work only or both
full- and part-time work? On jobs for pay only
or on unpaid or volunteer jobs as well?

Keep response categories balanced. A case of
unbalanced choices is the question, “What kind
of job is the mayor doing: outstanding, excellent,
very good, or satisfactory?” Another type of un-
balanced question omits information—for ex-
ample, “Which of the five candidates running
for mayor do you favor: Eugene Oswego or one
of the others?” Researchers can balance re-
sponses by offering bipolar opposites. It is easy
to see that the terms honesty and dishonesty have
different meanings and connotations. Asking re-
spondents to rate whether a mayor is highly,
somewhat, or not very fionest is not the same as
asking them to rate the mayor’s level of
dishonesty. Unless there is a specific purpose for
doing otherwise, it is better to offer respondents
equal polar opposites at each end of a contin-
uum.? For example, “Do you think the mayor is:
very honest, somewhat honest, neither honest
nor dishonest, somewhat dishonest, or very dis-
honest?” (see Table 7.1).

Aiding Respondent Recall

Recalling events accurately takes more time and
effort than the five seconds that respondents
have to answer survey questions. Also, one’s
ability to recall accurately declines over time.
Studies in hospitalization and crime victimiza-
tion show that although most respondents can
recall significant events that occurred in the past
several weeks, half are inaccurate a year later.
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TABLE 7.1

1. Jargon, slang, abbreviations

2. Yagueness

3. Emotional language
4. Prestige bias

5. Double-barreled questions

6. Beliefs as real

7. Leading questions

8. Issues beyond respondent
capabilities

9. False premises

10. Distant future intentions

11. Double negatives

12. Unbalanced responses

Summary of Survey Question Writing Pitfalls

'Not Good

Did you drown in brew until you were
totally blasted last night?

Do you eat out often?

“The respected Grace Commission doc-
uments that a staggering $350 BILLION
of our tax dollars are being completely
wasted through poor procurement prac-
tices, bad management, sloppy book-
keeping, ‘defective’ contract
management, personnel abuses and
other wasteful practices. Is cutting pork
barrel spending and eliminating govern-
ment waste a top priority for you?™

Do you support or oppose raising so-
cial security benefits and increased
spending for the military?

Do you think more educated people
smoke less?

Did you do your patriotic duty and
vote in the last election for mayor?

Two years ago, how many hours did
you watch TV every month?

When did you stop beating your
girl/boyfriend?

After you graduate from college, get a
job, and are settled, will you invest a
lot of money in the stock market?

Do you disagree with those who do not
want to build a new city swimming
pool?

Did you find the service at our hotel to
be, Outstanding, Excellent, Superior, or
Good?

M

A Possible Improvement

Last night, about how much beer did
you drink?
In a typical week, about how many
meals do you eat away from home, at a
restaurant, cafeteria, or other eating
establishment?
How important is it to you that Con-
gress adopt measures to reduce gov-
ernment waste?

Very Important

Somewhat Important

Neither Important or Unimportant

Somewhat Unimportant

Not Important At All

Do you support or oppose raising so-
cial security benefits?

Do you support or oppose increasing
spending on the military?

What is your education level? Do you
smoke cigarettes?

Did you vote in last month’s mayoral
election?

In the past two weeks, about how many
hours do you think you watched TV on
a typical day?

Have you ever slapped, punched, or hit
your girl/boyfriend?

Do you have definite plans to put some
money into the stock market within the
coming two months?

There is a proposal to build a new city
swimming pool. Do you agree or dis-
agree with the proposal?

Please rate the service at our hotel:
Outstanding, Very Good, Adequate, or
Poor.

'Actual question taken from a mail questionnaire that was sent to me in May 1998 by the National Republican Congres-
sional Committee. It is also a double-barreled question.




Survey researchers recognize that memory
is less trustworthy than was once assumed. It is
affected by many factors—the topic, events oc-
curring simultaneously and subsequently, the
significance of an event for a person, situational
conditions (question wording and interview
style), and the respondent’s need to have inter-
nal consistency.

The complexity of respondent recall does
not mean that survey researchers cannot ask
about past events; rather, they need to customize
questions and interpret results cautiously. Re-
searchers should provide respondents with spe-
cial instructions and extra thinking time. They
should also provide aids to respondent recall,
such as a fixed time frame or location references.
Rather than ask, “How often did you attend a
sporting event last winter?” they should say, “I
want to know how many sporting events you at-
tended last winter. Let’s go month by month.
Think back to December. Did you attend any
sporting events for which you paid admission in
December? Now, think back to January. Did you
attend any sporting events in January?”

Types of Questions and Response
Categories

Threatening Questions. Survey researchers
sometimes ask about sensitive issues or issues
that respondents may believe threaten their pre-
sentation of self, such as questions about sexual
behavior, drug or alcohol use, mental health
problems, or deviant behavior. Respondents
may be reluctant to answer the questions or to
answer completely and truthfully. Survey re-
searchers who wish to ask such questions must
do so with great care and must be extra cautious
about the results? (see Table 7.2).

Threatening questions are part of a larger is-
sue of self-presentation and ego protection. Re-
spondents often try to present a positive image
of themselves to others. They may be ashamed,
embarrassed, or afraid to give truthful answers,
or find it emotionally painful to confront their
own actions honestly, let alone admit them to
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TABLE 7.2 Threatening Questions and
Sensitive Issues

Percentage
Topic Very Uneasy
Masturbation 56
Sexual intercourse 42
Use of marijuana or hashish 42
Use of stimulants and depressants 31
Getting drunk 29
Petting and kissing 20
Income 12
Gambling with friends 10
Drinking beer, wine, or liquor 10
Happiness and well-being 4
Education 3
Occupation 3
Social activities 2
Ceneral leisure 2
Sports activity 1

Source: Adapted from Bradburn and Sudman (1980:68).

other people. They may underreport or self-cen-
sor reports of behavior or attitudes they wish to
hide or believe to be in violation of social norms.
Alternatively, they may overreport positive be-
haviors or generally accepted beliefs (social de-
sirability bias is discussed later).

People are likely to underreport having an
illness or disability (e.g., cancer, mental illness,
venereal disease), engaging in illegal or deviant
behavior (e.g., evading taxes, taking drugs, con-
suming alcohol, engaging in uncommon sexual
practices), or revealing their financial status
(e.g., income, savings, debts) (see Table 7.3).

Survey researchers have created several
techniques to increase truthful answers to
threatening questions. Some techniques involve
the context and wording of the question itself.
Researchers should ask threatening questions
only after a warm-up, when an interviewer has
developed rapport and trust with the respon-
dents, and they should tell respondents that they
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TABLE 7.3

Over- and Underreporting Behavior on Surveys

Percentage Distorted or Erroneous Answers

Face to Face

Low Threat/Normative

Registered to vote +15
Voted in primary +39
Have own library card +19
High Threat

Bankruptcy -32
Drunk driving —47

Phane Self-Administered
+17 +12
+31 +36
+21 +18
—-29 —~32
~46 ~54

Source: Adapted from Bradburn and Sudman (1980:8).

want honest answers. They can phrase the ques-
tion in an “enhanced way” to provide a context
that makes it easier for respondents to give hon-
est answers. For example, the following en-
hanced question was asked of heterosexual
males: “In past surveys, many men have re-
ported that at some point in their lives they have
had some type of sexual experience with another
male. This could have happened before adoles-
cence, during adolescence, or as an adult. Have
you ever had sex with a male at some point in
your life?” In contrast, a standard form of the
question would have asked, “Have you ever had
sex with another male?”

Also, by embedding a threatening response
within more serious activities, it may be made to
seem less deviant. For example, respondents
might hesitate to admit shoplifting if it is asked
first, but after being asked about armed robbery
or burglary, they may admit to shoplifting be-
cause it appears less serious,

Socially Desirable Questions. Social desirabil-
ity bias occurs when respondents distort answers
to make their reports conform to social norms.
People tend to overreport being cultured (i.e.,
reading, attending high-culture events), giving

money to charity, having a good marriage, lov-
ing their children, and so forth. For example,
one study found that one-third of people who
reported in a survey that they gave money to a
local charity really did not. Because a norm says
that one should vote in elections, many report
voting when they did not. In the United States,
those under the greatest pressure to vote (i.e.,
highly educated, politically partisan, highly reli-
gious people who had been contacted by an or-
ganization that urged them to vote) are the
people most likely to overreport voting.

Questionnaire writers try to reduce social
desirability bias by phrasing questions in ways
that make norm violation appear less objection-
able and that presents a wider range of behavior
as acceptable. They can also offer multiple re-
sponse categories that give respondents “face-
saving” alternatives.

Knowledge Questions. Studies suggest that a
large majority of the public cannot correctly an-
swer elementary geography questions or identify
important political documents (e.g., the Decla-
ration of Independence). Researchers some-
times want to find out whether respondents
know about an issue or topics, but knowledge



questions can be threatening because respon-
dents do not want to appear ignorant. Surveys
may measure opinions better if they first ask
about factual information, because many people
have inaccurate factual knowledge.

Some simple knowledge questions, such as
the number of people living in a household, are
not always answered accurately in surveys. In
some households, a marginal person—the
boyfriend who left for a week, the adult daughter
who left after an argument about her pregnancy,
or the uncle who walked out after a dispute over
money—may be reported as not living in a
household, but he or she may not have another
permanent residence and consider himself or
herselfto live there.?

Others have found that many Americans
oppose foreign aid spending. Their opposition
is based on extremely high overestimates of the
cost of the programs. When asked what they
would prefer to spend on foreign aid, most give
an amount much higher than what now is being
spent.

A researcher pilot-tests questions so that
questions are at an appropriate level of difficulty.
Little is gained if 99 percent of respondents can-
not answer the question. Knowledge questions
can be worded so that respondents feel comfort-
able saying they do not know the answer—for
example, “How much, if anything, have you
heard about....”

Skip or Contingency Questions. Researchers
avoid asking questions that are irrelevant for a
respondent. Yet, some questions apply only to
specific respondents. A contingency question is a
two- (or more) part question. The answer to the
first part of the question determines which of
two different questions a respondent next re-
ceives. Contingency questions select respon-
dents for whom a second question is relevant.
Sometimes they are called screen or skip ques-
tions. On the basis of the answer to the first ques-
tion, the respondent or an interviewer is
instructed to go to another or to skip certain
questions.

The following example is a contingency
question, adapted from deVaus (1986:79).

1. Were you born in Australia?
[ ] Yes (GO TO QUESTION 2)
[ ] No
(a) What country were you born
in?
(b) How many years have you lived
in Australia?
{c¢) Are you an Australian citizen?
[ ] Yes | ] No
NOW GO TO QUESTION 2

Open versus Closed Questions

There has long been a debate about open versus
closed questions in survey research. An open-
ended (unstructured, free response) question asks
a question (e.g., “What is your favorite television
program?”) to which respondents can give any
answer. A closed-ended (structured, fixed re-
sponse) question both asks a question and gives
the respondent fixed responses from which to
choose (e.g., “Is the president doing a very good,
good, fair, or poor job, in your opinion?”).

Each form has advantages and disadvan-
tages (see Box 7.2). The crucial issue is not which
form is best. Rather, it is under what conditions
a form is most appropriate. A researcher’s choice
to use an open- or closed-ended question de-
pends on the purpose and the practical limita-
tions of a research project. The demands of
using open-ended questions, with interviewers
writing verbatim answers followed by time-con-
suming coding, may make them impractical for
a specific project.

Large-scale surveys have closed-ended ques-
tions because they are quicker and easier for
both respondents and researchers. Yet some-
thing important may be lost when an individ-
ual’s beliefs and feelings are forced into a few
fixed categories that a researcher created. To
learn how a respondent thinks, to discover what
is really important to him or her, or to get an an-
swer to a question with many possible answers
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Box

7.2 Closed versus Open Questions

Advantages of Closed

It is easier and quicker for respondents to answer.

The answers of different respondents are easier
to compare.

Answers are easier to code and statistically ana-
lyze.

The response choices can clarify question mean-
ing for respondents.

Respondents are more likely to answer about sen-
sitive topics.

There are fewer irrelevant or confused answers to
questions.

Less articulate or less literate respondents are not
at a disadvantage.

Replication is easier.

Advantages of Open

They permit an unlimited number of possible an-
SWers.

Respondents can answer in detail and can qualify
and clarify responses.

m Unanticipated findings can be discovered.

They permit adequate answers to complex issues.
They permit creativity, self-expression, and rich-
ness of detail.

They reveal a respondent’s logic, thinking
process, and frame of reference.
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Disadvantages of Closed

They can suggest ideas that the respondent
would not otherwise have.

Respondents with no opinion or no knowledge
can answer anyway.

Respondents can be frustrated because their de-
sired answer is not a choice.

Itis confusing if many (e.g., 20) response choices
are offered.

Misinterpretation of a question can go unnoticed.
Distinctions between respondent answers may be
blurred.

Clerical mistakes or marking the wrong response
is possible.

They force respondents to give simplistic re-
sponses to complex issues.

They force people to make choices they would
not make in the real world.

Disadvantages of Open

Different respondents give different degrees of
detail in answers.

Responses may be irrelevant or buried in useless
detail.

Comparisons and statistical analysis become very
difficult.

Coding responses is difficult.

B Articulate and highly literate respondents have an

advantage.

Questions may be too general for respondents
who lose direction.

Responses are written verbatim, which is difficult
for interviewers.

A greater amount of respondent time, thought,
and effort is necessary.

Respondents can be intimidated by questions.

Answers take up a lot of space in the question-
naire,




(e.g., age), open questions may be best. In addi-
tion, sensitive topics (e.g., sexual behavior,
liquor consumption) may be more accurately
measured with closed questions.

The disadvantages of a question form can be
reduced by mixing open-ended and closed-ended
questions in a questionnaire. Mixing them also
offers a change of pace and helps interviewers es-
tablish rapport. Periodic probes (i.e., follow-up
questions by interviewers) with closed-ended
questions can reveal a respondent’s reasoning.

Having interviewers periodically use probes
to ask about a respondent’s thinking is a way to
check whether respondents are understanding
the questions as the researcher intended. How-
ever, probes are not substitutes for writing clear
questions or creating a framework of under-
standing for the respondent. Unless carefully
stated, probes might shape the respondent’s an-
swers or force answers when a respondent does
not have an opinion or information. Yet, flexible
or conversational interviewing in which inter-
viewers use many probes can improve accuracy
on questions about complex issues on which re-
spondents do not clearly understand basic terms
or about which they have difficulty expressing
their thoughts. For example, to the question,
“Did you do any work for money last week?” a
respondent might hesitate then reply, “Yes.” An
interviewer probes, “Could you tell me exactly
what work you did?” The respondent may reply,
“On Tuesday and Wednesday, I spent a couple
hours helping my buddy John move into his new
apartment. For that he gave me $40, but I didn’t
have any other job or get paid for doing anything
else.” If the researcher’s intention was only to get
reports of regular employment, the probe re-
vealed a misunderstanding. Researchers also use
partially open questions (i.e., a set of fixed choices
with a final open choice of “other”), which al-
lows respondents to offer an answer that the re-
searcher did not include.

Open-ended questions are especially valu-
able in early or exploratory stages of research.
For large-scale surveys, researchers use open
questions in pilot-tests, then develop closed-

CHAPTER 7 / SURVEY RESEARCH 179

question responses from the answers given to
the open questions.

Researchers writing closed questions have to
make many decisions. How many response
choices should be given? Should they offer a
middle or neutral choice? What should be the
order of responses? What types of response
choices? How will the direction of a response be
measured?

Answers to these questions are not easy. For
example, two response choices are too few, but
more than five response choices are rarely effec-
tive. Researchers want to measure meaningful
distinctions and not collapse them. More spe-
cific responses vield more information, but too
many specifics create confusion. For example,
rephrasing the question, “Are you satisfied with
your dentist?” (which has a yes/no answer) to
“How satisfied are you with your dentist: very
satisfied, somewhat satisfied, somewhat dissatis-
fied, or not satisfied at all?” gives the researcher
more information and a respondent more
choices.

Nonattitudes and the Middle Positions.
Survey researchers debate whether to include
choices for neutral, middle, and nonattitudes
(e.g., “not sure,” “don’t know,” or “no opin-
ion”).® Two types of errors can be made: accept-
ing a middle choice or “no attitude” response
when respondents hold a nonneutral opinion, or
forcing respondents to choose a position on an
issue when they have no opinion about it.

Many fear that respondents will choose
nonattitude choices to evade making a choice.
Yet, it is usually best to offer a nonattitude
choice, because people will express opinions on
fictitious issues, objects, and events. By offering a
nonattitude (middle or no opinion) choice, re-
searchers identify those holding middle posi-
tions or those without opinions.

The issue of nonattitudes can be approached
by distinguishing among three kinds of attitude
questions: standard-format, quasi-filter, and full-
filter questions (see Box 7.3). The standard-for-
mat question does not offer a “don’t know”
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Box
V 703 Standard-Format, Quasi-Filter, and Full-Filter Questions

Standard Format

Here is a question about an other country. Do you agree or disagree with this state-
ment? “The Russian leaders are basically trying to get along with America.”

Quasi-Filter

Here is a statement about an other country: “The Russian leaders are basically trying
to get along with America.” Do you agree, disagree, or have no opinion on that?

Full Filter

Here is a statement about an other country. Not everyone has an opinion on this. If you
do not have an opinion, just say so. Here's the statement: “The Russian leaders are ba-
sically trying to get along with America.” Do you have an opinion on that? If yes, do you

agree or disagree?

Example of Results from Different Question Forms
Quasi-Filter (%)

Standard Form (%)

Full Filter (%)

Agree 48.2
Disagree 38.2
No opinion 13.6°

27.7
29.5
42.8

22.9
20.9
56.3

Volunteered

Source: Adapted from Schuman and Presser (1981:116~125). Standard format is from Fall

1978; quasi- and full-filter are from February 1977.

choice; a respondent must volunteer it. A quasi-
filter question offers respondents a “don’t know”
alternative. A full-filter question is a special type of
contingency question. It first asks if respondents
have an opinion, then asks for the opinion of
those who state that they do have an opinion.
Many respondents will answer a question if
a “no opinion” choice is missing, but they will
choose “don’t know” when it is offered, or say
that they do not have an opinion if asked. Such
respondents are called floaters because they
“float” from giving a response to not knowing.
Their responses are affected by minor wording
changes, so researchers screen them out using

quasi-filter or full-filter questions. Filtered ques-
tions do not eliminate all answers to nonexistent
issues, but they reduce the problem.

Agree/Disagree, Rankings or Ratings? Survey
researchers who measure values and attitudes
have debated two issues about the responses of-
fered.” Should questionnaire items make a state-
ment and ask respondents whether they agree or
disagree with it, or should it offer respondents
specific alternatives? Should the questionnaire
include a set of items and ask respondents to rate
them (e.g., approve, disapprove), or should it
give them a list of items and force them to rank-



order items (e.g., from most favored to least
favored)?

It is best to offer respondents explicit alter-
natives. For example, instead of asking, “Do you
agree or disagree with the statement, ‘Men are
better suited to....”” instead ask, “Do you think
men are better suited, women are better suited,
or both are equally suited?” Less well educated
respondents are more likely to agree with a state-
ment, whereas forced-choice alternatives en-
courage thought and avoid the response set
bias—a tendency of some respondents to agree
and not really decide.

Researchers create bias if question wording
gives respondents a reason for choosing one al-
ternative. For example, respondents were asked
whether they supported or opposed a law on en-
ergy conservation. The results changed when re-
spondents heard, “Do you support the law or do
you oppose it because the law would be difficult
to enforce?” instead of simply, “Do you support
or oppose the law?”

It is better to ask respondents to choose
among alternatives by ranking instead of rating
items along an imaginary continuum. Respon-
dents can rate several items equally high, but will
place them in a hierarchy if asked to rank them.?

Wording Issues

Survey researchers face two wording issues. The
first, discussed earlier, is to use simple vocabu-
lary and grammar to minimize confusion. The
second issue involves effects of specific words or
phrases. This is trickier because it is not possible
to know in advance whether a word or phrase
affects responses.

The well-documented difference between
forbid and not allow illustrates the problem of
wording differences. Both terms have the same
meaning, but many more people are willing to
“not allow” something than to “forbid” it. In
general, less well educated respondents are most
influenced by minor wording differences.

Certain words seem to trigger an emo-
tional reaction, and researchers are just begin-
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ning to learn of them. For example, Smith
(1987) found large differences (e.g., twice as
much support) in U.S. survey responses de-
pending on whether a question asked about
spending “to help the poor” or “for welfare.”
He suggested that the word welfare has such
strong negative connotations for Americans
(lazy people, wasteful and expensive programs,
etc.) that it is best to avoid it.

Many respondents are confused by words or
their connotations. For example, respondents
were asked whether they thought television news
was impartial. Researchers later learned that
large numbers of respondents had ignored the
word impartial—a term the middle-class, edu-
cated researchers assumed everyone would
know. Less than half the respondents had inter-
preted the word as intended with its proper
meaning. Over one-fourth ignored it or had no
idea of its meaning. Others gave it unusual
meanings, and one-tenth thought it was directly
opposite to its true meaning. Researchers need
to be cautious, because some wording effects
(e.g., the difference between forbid and not al-
low) remain the same for decades, while other
effects may appear.’

Questionnaire Design Issues

Length of Survey or Questionnaire. How long
should a questionnaire be or an interview last?
Researchers prefer long questionnaires or inter-
views because they are more cost effective. The
cost for extra questions—once a respondent has
been sampled, has been contacted, and has com-
pleted other questions—is small. There is no ab-
solute proper length. The length depends on the
survey format (to be discussed) and on the re-
spondent’s characteristics. A 5-minute tele-
phone interview is rarely a problem and may be
extended to 20 minutes. A few researchers
stretched this to beyond 30 minutes. Mail ques-
tionnaires are more variable. A short (3- or 4-
page) questionnaire is appropriate for the
general population. Some researchers have had
success with questionnaires as long as 10 pages
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(about 100 items) with the general public, but
responses drop significantly for longer question-
naires. For highly educated respondents and a
salient topic, using questionnaires of 15 pages
may be possible. Face-to-face interviews lasting
an hour are not uncommon. In special situa-
tions, face-to-face interviews as long as three to
five hours have been conducted.

Question Order or Sequence. A survey re-
searcher faces three question sequence issues:
organization of the overall questionnaire, ques-
tion order effects, and context effects.

Organization of Questionnaire. In general, you
should sequence questions to minimize the dis-
comfort and confusion of respondents. A ques-
tionnaire has opening, middle, and ending
questions. After an introduction explaining the
survey, it is best to make opening questions
pleasant, interesting, and easy to answer to help
a respondent feel comfortable about the ques-
tionnaire. Avoid asking many boring back-
ground questions or threatening questions first.
Organize questions into common topics. Mix-
ing questions on different topics causes confu-
sion. Orient respondents by placing questions
on the same topic together and introduce the
section with a short introductory statement (e.g.,
“Now I would like to ask you questions about
housing”). Make question topics flow smoothly
and logically, and organize them to assist re-
spondents’ memory or comfort levels. Do not
end with highly threatening questions, and al-
ways end with a “thank you.”

Order Effects. Researchers are concerned that
the order in which they present questions may
influence respondent answers. Such “order ef-
fects” appear to be strongest for people who lack
strong views, for less educated respondents, and
for older respondents or those with memory
loss.!% For example, support for an unmarried
woman having an abortion rises if the question
is preceded by a question about abortion being
acceptable when a fetus has serious defects, but

not when the question is by itself or before a
question about fetus defects. A classic example
of order effects is presented in Box 7.4.

Respondents may not perceive each issue of
a survey as isolated and separate. They respond
to survey questions based on the set of issues and
their order of presentation in a questionnaire.
Previous questions can influence later ones in
two ways: through their content (i.e., the issue)
and through the respondent’s response. For ex-
ample, a student respondent is asked, “Do you
support or favor an educational contribution for
students?” Answers vary depending on the topic
of the preceding question. If it comes after,
“How much tuition does the average U.S. stu-
dent pay?” respondents interpret “contribution”
to mean support for what students will pay. If it
comes after “How much does the Swedish gov-
ernment pay to students?” respondents interpret
it to mean a contribution that the government
will pay. Responses can be also influenced by
previous answers, because a respondent having
already answered one part will assume no over-
lap. For example, a respondent is asked, “How is
your wife?” The next question is, “How is your
family?” Most respondents will assume that the
second question means family members other
than the wife because they already gave an an-
swer about the wife.!!

Context Effects. Researchers found powerful
context effects in surveys. As a practical matter,
two things can be done regarding context effects.
Use a funnel sequence of questions—that is, ask
more general questions before specific ones (e.g.,
ask about health in general before asking about
specific diseases). Or, divide the number of re-
spondents in half and give half of the questions
in one order and the other half in the alternative
order, then examine the results to see whether
question order mattered. If question order ef-
fects are found, which order tells you what the
respondents really think? The answer is that you
cannot know for sure.

For example, a few years ago, a class of my
students conducted a telephone survey on two
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7.4

Question 1

Quéstit)n Order Effects
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“Do you think that the United States should let Communist newspaper re-
porters from other countries come in here and send back to their papers the

news as they see it?”

Question 2

“Do you think a Communist country like Russia should let American newspaper
reporters come in and send back to America the news as they see it?”

Percentage Saying Yes

Yes to #1 Yes to #2
Heard First (Communist Reporter) (American Reporter)
#1 54% 75%
#2 64% 82%

The context created by answering the first question affects the answer to the

second question.

Source: Adapted from Schuman and Presser (1981:29).

topics: concern about crime and attitudes to-
ward a new anti-drunk-driving law, A random
half of the respondents heard questions about
the drunk-driving law first; the other half heard
about crime first. I examined the results to see
whether there was any context effect—a differ-
ence by topic order. I found that respondents
who were asked about the drunk-driving law
first expressed less fear about crime than did
those who were asked about crime first. Like-
wise, they were more supportive of the drunk-
driving law than were those who first heard
about crime. The first topic created a context
within which respondents answered questions
on the second topic. After they were asked about
crime in general and thought about violent
crime, drunk driving may have appeared to be a

less important issue. By contrast, after they were
asked about drunk driving and thought about
drunk driving as a crime, they may have ex-
pressed less concern about crime in general.
Respondents answer all questions based on
a context of preceding questions and the inter-
view setting. A researcher needs to remember
that the more ambiguous a question’s meaning,
the stronger the context effects, because re-
spondents will draw on the context to interpret
and understand the question. Previous ques-
tions on the same topic and heard just before a
question can have a large context effect. For ex-
ample, Sudman and associates {1996:90-91)
contrasted three ways of asking how much a re-
spondent followed politics. When they asked
the question alone, about 21 percent of respon-



184

dents said they followed politics “now and
then” or “hardly at all.” When they asked the
question after asking what the respondent’s
elected representative recently did, the percent-
age who said they did not follow nearly dou-
bled, going to 39 percent. The knowledge
question about the representative made many
respondents feel that they did not really know
much. When a question about the amount of
“public relations work” the elected representa-
tive provided to the area came between the two
questions, 29 percent of respondents said they
did not follow politics. This question gave re-
spondents an excuse for not knowing the first
question—they could blame their representa-
tive for their ignorance. The context of a ques-
tion can make a difference and researchers need
to be aware of it at all times.

Format and Layout. There are two format or
layout issues: the overall physical layout of the
questionnaire and the format of questions and
responses.

Questionnaire Layout. Layout is important,
whether a questionnaire is for an interviewer or
for the respondent. Questionnaires should be
clear, neat, and easy to follow. Give each ques-
tion a number and put identifying information
(e.g., name of organization) on questionnaires.
Never cramp questions together or create a con-
fusing appearance. A few cents saved in postage
or printing will ultimately cost more in terms of
lower validity due to a lower response rate or of
confusion of interviewers and respondents.
Make a cover sheet or face sheet for each inter-
view, for administrative use. Put the time and
date of interview, the interviewer, the respon-
dent identification number, and the inter-
viewer’s comments and observations on it. A
professional appearance with high-quality
graphics, space between questions, and good lay-
out improves accuracy and completeness and
helps the questionnaire flow.

Give interviewers or respondents instruc-
tions on the questionnaire. Print instructions in
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a different style from the questions (e.g., in a dif-
ferent color or font or in all capitals) to distin-
guish them. This is so an interviewer can easily
distinguish between questions for respondents
and instructions intended for the interviewer
alone.

Layout is crucial for mail questionnaires be-
cause there is no friendly interviewer to interact
with the respondent. Instead, the question-
naire’s appearance persuades the respondent. In
mail surveys, include a polite, professional cover
letter on letterhead stationery, identifying the re-
searcher and offering a telephone number for
questions. Details matter. Respondents will be
turned off if they receive a bulky brown enve-
lope with bulk postage addressed to Occupant
or if the questionnaire does not fit into the re-
turn envelope. Always end with “Thank you for
your participation.” Interviewers and question-
naires should leave respondents with a positive
feeling about the survey and a sense that their
participation is appreciated.

Question design matters. One study of col-
lege students asked how many hours they stud-
ied per day. Some students saw five answer
choices ranging from 0.5 hour to more than 2.5
hours; others saw five answer choices ranging
from less than 2.5 hours to more than 4.5 hours.
Of students who saw the first set, 77 percent said
they studied under 2.5 hours versus 31 percent
of those receiving the second set. When the mail
questionnaire and telephone interview were
compared, 58 percent of students hearing the
first set said under 2.5 hours, but there was no
change among those hearing the second set.
More than differences in response categories
were involved, because when students were
asked about hours of television watching per day
with similar response categories and then the al-
ternative response categories made no differ-
ence. What can we learn from this? Respondents
without clear answers tend to rely on question-
naire response categories for guidance and more
anonymous answering formats tend to yield
more honest responses (see Dillman 2000:32-39
for more details).



Question Format.  Survey researchers decide on
a format for questions and responses. Should re-
spondents circle responses, check boxes, fill in
dots, or put an X in a blank? The principle is to
make responses unambiguous. Boxes or brack-
ets to be checked and numbers to be circled are

Box

7.5 ' Question Format Examples
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usually clearest. Also, listing responses down a
page rather than across makes them easier to see
{see Box 7.5). As mentioned before, use arrows
and instructions for contingency questions. Vi-
sual aids are also helpful. For example, hand out
thermometer-like drawings to respondents

Example of Horizontal versus Vertical Response Choices

Do you think it is too easy or too difficult to get a divorce, or is it about right?

O Too Easy O Too Difficult

O About Right

Do you think it is too easy or too difficult to get a divorce, or is it about right?

O Too Easy
O Too Difficult
O About Right

Example of a Matrix Question Format

Strongly Strongly Don’t

Agree Agree Disagree Disagree Know
The teacher talks too fast. o O n D
} fearned a lot in this class. O D O ]
The tests are very easy. m| | | | ]
The teacher tells many jokes. o | ] m] |
The teacher is organized. m] m| m] o O

Examples of Some Response Category Choices
Excellent, Good, Fair, Poor

Approve/Disapprove

Favor/Oppose

Strongly Agree, Agree, Somewhat Agree, Somewhat Disagree, Disagree, Strongly Disagree

Too Much, Too Little, About Right

Better, Worse, About the Same

Regularly, Often, Seldom, Never

Always, Most of Time, Some of Time, Rarely, Never
More Likely, Less Likely, No Difference

Very Interested, Interested, Not Interested
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when asking about how warm or cool they feel
toward someone. A matrix question (or grid
question) is a compact way to present a series of
questions using the same response categories. It
saves space and makes it easier for the respon-
dent or interviewer to note answers for the same
response categories.

Nonresponse. The failure to get a valid response
from every sampled respondent weakens a sur-
vey. Have you ever refused to answer a survey?
In addition to research surveys, people are asked
to respond to many requests from charities,
marketing firms, candidate polls, and so forth.
Charities and marketing firms get low response
rates, whereas government organizations get
much higher cooperation rates. Nonresponse
can be a major problem for survey research be-
cause if a high proportion of the sampled re-
spondents do not respond, researchers may not
be able to generalize results, especially if those
who do not respond differ from those who re-
spond.

Public cooperation in survey research has
declined over the past 20 to 30 years across many
countries, with the Netherlands having the high-
est refusal rate, and with refusal rates as high as
30 percent in the United States.!? There isboth a
growing group of “hard core” refusing people
and a general decline in participation because
many people feel there are too many surveys.
Other reasons for refusal include a fear of crime
and strangers, a more hectic life-style, a loss of
privacy, and a rising distrust of authority or gov-
ernment. The misuse of the survey to sell prod-
ucts or persuade people, poorly designed
questionnaires, and inadequate explanations of
surveys to respondents also increase refusals for
legitimate surveys.

Survey researchers can improve eligibility
rates by careful respondent screening, better
sample-frame definition, and multilingual inter-
viewers. They can decrease refusals by sending
letters in advance of an interview, offering to
reschedule interviews, using small incentives
(i.e., small gifts), adjusting interviewer behavior
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and statements (i.e., making eye contact, ex-
pressing sincerity, explaining the sampling or
survey, emphasizing importance of the inter-
view, clarifying promises of confidentiality, etc.).
Survey researchers can also use alternative in-
terviewers (i.e., different demographic charac-
teristics, age, race, gender, or ethnicity), use
alternative interview methods (i.e., phone ver-
sus face to face), or accept alternative respon-
dents in a household.

A critical area of nonresponse or refusal to
participate occurs with the initial contact be-
tween an interviewer and a respondent. A face-
to-face or telephone interview must overcome
resistance and reassure respondents.

Research on the use of incentives found that
prepaid incentives appear to increase respon-
dent cooperation in all types of surveys. They do
not appear to have negative effects on survey
composition or future participation.

There is a huge literature on ways to in-
crease response rates for mail questionnaires
(see Box 7.6).!> Heberlein and Baumgartner
(1978, 1981) reported 71 factors affecting mail
questionnaire response rates.

TYPES OF SURVEYS: ADVANTAGES
AND DISADVANTAGES

Mail and Self-Administered
Questionnaires

Advantages. Researchers can give question-
naires directly to respondents or mail them to
respondents who read instructions and ques-
tions, then record their answers. This type of
survey is by far the cheapest, and it can be con-
ducted by a single researcher. A researcher can
send questionnaires to a wide geographical area.
The respondent can complete the questionnaire
when it is convenient and can check personal
records if necessary. Mail questionnaires offer
anonymity and avoid interviewer bias. They can
be effective, and response rates may be high for
an educated target population that has a strong
interest in the topic or the survey organization.



" Ten Ways to Increase Mail
7.6 | Questionnaire Response

1. Address the questionnaire to specific person,
not “Occupant,” and send it first class.

2. Include a carefully written, dated cover letter on
letterhead stationery. In it, request respondent
cooperation, guarantee confidentiality, explain
the purpose of the survey, and give the re-
searcher’s name and phone number.

3. Always include a postage-paid, addressed return
envelope.

4. The questionnaire should have a neat, attractive
layout and reasonable page length.

5. The questionnaire should be professionally
printed and easy to read, with clear instructions.

6. Send two follow-up reminder letters to those
not responding. The first should arrive about
one week after sending the questionnaire, the
second a week later. Gently ask for cooperation
again and offer to send another questionnaire.

7. Do not send questionnaires during major holi-
day periods.

8. Do-not put questions on the back page. Instead,
leave a blank space and ask the respondent for
general comments.

9. Sponsors that are local and are seen as legiti-
mate (e.g., government agencies, universities,
large firms, etc.) get a better response.

10. Include a small monetary inducement ($1) if
possible.

Disadvantages. Since people do not always
complete and return questionnaires, the biggest
problem with mail questionnaires is a low re-
sponse rate. Most questionnaires are returned
within two weeks, but others trickle in up to two
months later. Researchers can raise response
rates by sending nonrespondents reminder let-
ters, but this adds to the time and cost of data
collection.
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A researcher cannot control the conditions
under which a mail questionnaire is completed.
A questionnaire completed during a drinking
party by a dozen laughing people may be re-
turned along with one filled out by an earnest
respondent. Also, no one is present to clarify
questions or to probe for more information
when respondents give incomplete answers.
Someone other than the sampled respondent
(e.g., spouse, new resident, etc.) may open the
mail and complete the questionnaire without
the researcher’s knowledge. Different respon-
dents can complete the questionnaire weeks
apart or answer questions in a different order
than that intended by researchers. Incomplete
questionnaires can also be a serious problem.

Researchers cannot visually observe the re-
spondent’s reactions to questions, physical char-
acteristics, or the setting. For example, an
impoverished 70-year-old White woman living
alone on a farm could falsely state that she is a
prosperous 40-year-old Asian male doctor living
in a town with three children. Such extreme lies
are rare, but serious errors can go undetected.

The mail questionnaire format limits the
kinds of questions that a researcher can use.
Questions requiring visual aids (e.g., look at this
picture and tell me what you see), open-ended
questions, many contingency questions, and
complex questions do poorly in mail question-
naires. Likewise, mail questionnaires are ill
suited for the illiterate or near-illiterate in Eng-
lish. Questionnaires mailed to illiterate respon-
dents are not likely to be returned; if they are
completed and returned, the questions were
probably misunderstood, so the answers are
meaningless (see Table 7.4).

Web Surveys

Access to the Internet and e-mail has become
widespread since the late-1990s across most ad-
vanced nations. For example, 3 percent of the
U.S. population had e-mail in 1994; only 10
years later about 75 percent of households had
Internet connections.
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TABLE 7.4 Types of Surveys and Their Features

Administrative Issues

Cost Cheap Cheapest Moderate Expensive
Speed Slowest Fastest Fast Slow to
moderate
Length (number of questions) Moderate Moderate Short Longest
Response rate Lowest Moderate Moderate Highest

Research Control

Probes possible No No Yes Yes
Specific respondent No No Yes Yes
Question sequence No Yes Yes Yes
Only one respondent No No Yes Yes
Visual observation No No No Yes

Success with Different Questions

Visual aids Limited Yes None Yes
Open-ended questions Limited Limited Limited Yes
Contingency questions Limited Yes Yes Yes
Complex questions Limited Yes Limited Yes
Sensitive questions Some Yes Limited Limited

Sources of Bias

Social desirability Some Some Some Most
Interviewer bias None None Some Most

Respondent’s reading skill Yes Yes No No




Advantages. Web-based surveys over the In-
ternet or by e-mail are very fast and inexpensive.
They allow flexible design and can use visual im-
ages, or even audio or video in some Internet
versions. Despite great flexibility, the basic prin-
ciples for question writing and for paper ques-
tionnaire design generally apply.

Disadvantages. Web surveys have three areas
of concern: coverage, privacy and verification,
and design issues. The first concern involves
sampling and unequal Internet access or use.
Despite high coverage rates, older, less-educated,
lower-income, and more rural people are less
likely to have good Internet access. In addition,
many people have multiple e-mail addresses,
which limits using them for sampling purposes.
Self-selection is a potential problem with web
surveys. For example, a marketing department
could get very distorted results of the population
of new car buyers. Perhaps half of the new car
buyers for a model are over age 55, but 75 per-
cent of respondents to a web survey are under
age 32 and only 8 percent are over age 55. Not
only would the results be distorted by age but
the relatively small percentage of over-55 re-
spondents may not be representative of all over-
55 potential new car buyers (e.g., they may be
higher income or more educated).

A second concern is protecting respondent
privacy and confidentiality. Researchers should
encrypt collected data, only use secure websites
and erase nonessential respondent identification
or linking information on a daily or weekly basis.
They should develop a system of respondent
verification to ensure that only the sampled re-
spondent participates and does so only once.
This may involve a system such as giving each
respondent a unique PIN number to access the
questionnaire.

A third concern involves the complexity of
questionnaire design. Researchers need to check
and verify the compatibility of various web soft-
ware and hardware combinations for respon-
dents using different computers. Researchers are
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still learning what is most effective for web sur-
veys. It is best to provide screen-by-screen ques-
tions and make an entire question visible on the
screen at one time in a consistent format with
drop-down boxes for answer choices. It is best to
include a progress indicator (as motivation),
such as a clock or waving hand. Visual appear-
ance of a screen, such as the range of colors and
fonts, should be kept simple for easy readability
and consistency. Be sure to provide very clear in-
structions for all computer actions (e.g., use of
drop-down screens) where they are needed and
include “click here” instructions. Also, make it
easy for respondents to move back and forth
across questions. Researchers using web surverys
need to avoid technical glitches at the imple-
mentation stage by repeated pretesting, having a
dedicated server, and obtaining sufficient broad-
band to handle high demand.

Telephone Interviews

Advantages. The telephone interview is a pop-
ular survey method because about 95 percent of
the population can be reached by telephone. An
interviewer calls a respondent (usually at home),
asks questions, and records answers. Researchers
sample respondents from lists, telephone direc-
tories, or random digit dialing, and can quickly
reach many people across long distances. A staff
of interviewers can interview 1,500 respondents
across a nation within a few days and, with sev-
eral callbacks, response rates can reach 90 per-
cent. Although this method is more expensive
than a mail questionnaire, the telephone inter-
view is a flexible method with most of the
strengths of face-to-face interviews but for about
half the cost. Interviewers control the sequence
of questions and can use some probes. A specific
respondent is chosen and is likely to answer all
the questions alone. The researcher knows when
the questions were answered and can use con-
tingency questions effectively, especially with
computer-assisted telephone interviewing (CATY)
(to be discussed).
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Disadvantages. Higher cost and limited inter-
view length are among the disadvantages of tele-
phone interviews. In addition, respondents
without telephones are impossible to reach, and
the call may come at an inconvenient time. The
use of an interviewer reduces anonymity and in-
troduces potential interviewer bias. Open-ended
questions are difficult to use, and questions re-
quiring visual aids are impossible. Interviewers
can only note serious disruptions (e.g., back-
ground noise) and respondent tone of voice
(e.g., anger or flippancy) or hesitancy.

Face-to-Face Interviews

Advantages. Face-to-face interviews have the
highest response rates and permit the longest
questionnaires. Interviewers also can observe the
surroundings and can use nonverbal communi-
cation and visual aids. Well-trained interviewers
can ask all types of questions, can ask complex
questions, and can use extensive probes.

Disadvantages. High cost is the biggest disad-
vantage of face-to-face interviews. The training,
travel, supervision, and personnel costs for in-
terviews can be high. Interviewer bias is also
greatest in face-to-face interviews. The appear-
ance, tone of voice, question wording, and so
forth of the interviewer may affect the respon-
dent. In addition, interviewer supervision is less
than for telephone interviews, which supervisors
monitor by listening in.'4

INTERVIEWING
The Role of the Interviewer

Interviews to gather information occur in many
settings. Survey research interviewing is a special-
ized kind of interviewing. As with most inter-
viewing, its goal is to obtain accurate information
from another person.'

The survey interview is a social relationship.
Like other social relationships, it involves social

roles, norms, and expectations. The interview is
a short-term, secondary social interaction be-
tween two strangers with the explicit purpose of
one person’s obtaining specific information
from the other. The social roles are those of the
interviewer and the interviewee or respondent.
Information is obtained in a structured conver-
sation in which the interviewer asks prearranged
questions and records answers, and the respon-
dent answers. It differs in several ways from or-
dinary conversation (see Table 7.5).

An important problem for interviewers is
that many respondents are unfamilar with the
survey respondents’ role. As a result, they substi-
tute another role that may affect their responses.
Some believe the interview is an intimate con-
versation or thearpy session, some see it as a bu-
reaucratic exercise in completing forms, some
view it as a citizen referendum on policy choices,
some view it as a testing situation, and some
consider it as a form of deceit in which inter-
viewers are trying to trick or entrap respondents.
Even in a well-designed, professional survey, fol-
low-up research found that only about half the
respondents understand questions exactly as in-
tended by researchers. Respondents reinter-
preted questions to make them applicable to
their ideosynactic, personal situations or to
make them easy to answer.'®

The role of interviewers is difficult. They ob-
tain cooperation and build rapport, yet remain
neutral and objective. They encroach on the re-
spondents’ time and privacy for information
that may not directly benefit the respondents.
They try to reduce embarrassment, fear, and
suspicion so that respondents feel comfortable
revealing information. They may explain the na-
ture of survey research or give hints about social
roles in an interview. Good interviewers moni-
tor the pace and direction of the social interac-
tion as well as the content of answers and the
behavior of respondents.

Survey interviewers are nonjudgmental and
do not reveal their opinions, verbally or nonver-
bally (e.g., by a look of shock). If a respondent
asks for an interviewer’s opinion, he or she po-
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TABLE 7.5
Structured Survey Interview

Ordinary Conversation

1. Questions and answers from each participant
are relatively equally balanced.

2. There is an open exchange of feelings and
opinions.

3. Judgments are stated and attempts made to
persuade the other of a particular points of
view.

4. A person can reveal deep inner feelings to gain
sympathy or as a therapeutic release.

5. Ritual responses are common (e.g., “Uh huh,”
shaking head, “How are you?” “Fine”).

6. The participants exchange information and
correct the factual errors that they are aware
of.

7. Topics rise and fall and either person can
introduce new topics. The focus can shift
directions or digress to less relevant issues.

8. The emotional tone can shift from humor, to
joy, to affection, to sadness, to anger, and so
on.

9. People can evade or ignore questions and give
flippant or noncommittal answers.

n_l

Differences between Ordinary Conversation and a

The Survey Interview

1. Interviewer asks and respondent answers most
of the time.

2. Only the respondent reveals feelings and
opinions.

3. Interviewer is nonjudgmental and does not try
to change respondent’s opinions or beliefs.

4. Interviewer tries to obtain direct answers to
specific questions.

5. Interviewer avoids making ritual responses that
influence a respondent and also seeks genuine
answers, not ritual responses.

6. Respondent provides almost all information.
Interviewer does not correct a respondent'’s
factual errors.

7. Interviewer controls the topic, direction, and
pace. He or she keeps the respondent “on task,”
and irrelevant diversions are contained.

8. Interviewer attempts to maintain a consistently
warm but serious and objective tone
throughout.

9. Respondent should not evade questions and
should give truthful, thoughtful answers.

Source: Adapted from Gorden (1980:19-25) and Sudman and Bradburn (1983:5-10).

litely redirects the respondent and indicates that
such questions are inappropriate. For example,
if a respondent asks, “What do you think?” the
interviewer may answer, “Here, we are inter-
ested in what you think; what I think doesn’t
matter.” Likewise, if the respondent gives a
shocking answer (e.g., “I was arrested three
times for beating my infant daughter and burn-
ing her with cigarettes”), the interviewer does
not show shock, surprise, or disdain but treats

the answer in a matter-of-fact manner. He or she
helps respondents feel that they can give any
truthful answer.

You might ask, “If the survey interviewer
must be neutral and objective, why not use a ro-
bot or machine?” Machine interviewing has not
been successful because it lacks the human
warmth, sense of trust, and rapport that an in-
terviewer creates. An interviewer helps define
the situation and ensures that respondents have
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the information sought, understand what is ex-
pected, give relevant answers, are motivated to
cooperate, and give serious answers.
Interviewers do more than interview re-
spondents. Face-to-face interviewers spend only
about 35 percent of their time interviewing.
About 40 percent is spent in locating the correct
respondent, 15 percent in traveling, and 10 per-
cent in studying survey materials and dealing
with administrative and recording details.!”

Stages of an Interview

The interview proceeds through stages, begin-
ning with an introduction and entry. The inter-
viewer gets in the door, shows authorization,
and reassures and secures cooperation from the
respondent. He or she is prepared for reactions
such as, “How did you pick me?” “What good
will this do?” “I don’t know about this,” “What’s
this about, anyway?” The interviewer can ex-
plain why the specific respondent is interviewed
and not a substitute.

The main part of the interview consists of
asking questions and recording answers. The in-
terviewer uses the exact wording on the ques-
tionnaire—no added or omitted words and no
rephrasing. He or she asks all applicable ques-
tions in order, without returning to or skipping
questions unless the directions specify this. He
or she goes at a comfortable pace and gives
nondirective feedback to maintain interest.

In addition to asking questions, the inter-
viewer accurately records answers. This is easy
for closed-ended questions, where interviewers
just mark the correct box. For open-ended ques-
tions, the interviewer’s job is more difficult. He
or she listens carefully, must have legible writing,
and must record what is said verbatim without
correcting grammar or slang. More important,
the interviewer never summarizes or para-
phrases. This causes a loss of information or dis-
torts answers. For example, the respondent says,
“I'm really concerned about my daughter’s heart
problem. She’s only 10 years old and already she
has trouble climbing stairs. I don’t know what
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she’ll do when she gets older. Heart surgery is too
risky for her and it costs so much. She’ll have to
learn to live with it.” If the interviewer writes,
“concerned about daughter’s health,” much is
lost.

The interviewer knows how and when to
use probes. A probe is a neutral request to clarify
an ambiguous answer, to complete an incom-
plete answer, or to obtain a relevant response.
Interviewers recognize an irrelevant or inaccu-
rate answer and use probes as needed.!® There
are many types of probes. A three- to five-second
pause is often effective. Nonverbal communica-
tion (e.g., tilt of head, raised eyebrows, or eye
contact) also works well. The interviewer can re-
peat the question or repeat the reply and then
pause. She or he can ask a neutral question, such
as, “Any other reasons?” “Can you tell me more
about that?” “How do you mean?” “Could you
explain more for me?” (see Box 7.7).

The last stage is the exit, when the inter-
viewer thanks the respondent and leaves. He or
she then goes to a quiet, private place to edit the
questionnaire and record other details such as
the date, time, and place of the interview; a
thumbnail sketch of the respondent and inter-
view situation; the respondent’s attitude (e.g.,
serious, angry, or laughing); and any unusual
circumstances (e.g., “Telephone rang at question
27 and respondent talked for four minutes be-
fore the interview started again”). He or she
notes anything disruptive that happened during
the interview (e.g., “Teenage son entered room,
sat at opposite end, turned on television with the
volume loud, and watched a music video”). The
interviewer also records personal feelings and
anything that was suspected (e.g., “Respondent
became nervous and fidgeted when questioned
about his marriage”).

Training Interviewers

A large-scale survey requires hiring multiple in-
terviewers. Few people appreciate the difficulty
of the interviewer’s job. A professional-quality
interview requires the careful selection of inter-
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What is your occupation?

Interviewer Question:

Respondent Answer: | work at General Motors.

Probe: What is your job at Ceneral Motors? What type of work do you do there?

Interviewer Question:

Respondent Answer: A long time.

How long have you been unemployed?

Probe: Could you tell me more specifically when your current period of unemployment

began?

Interviewer Question:
times during the next year, or bad times, or what?

Respondent Answer:
Probe: What do you expect to happen?

Record Response to a Closed Question

Interviewer Question:

Considering the country as a whole, do you think we will have good

Maybe good, maybe bad, it depends, who knows?

On a scale of 1 to 7, how do you feel about capital punishment or

the death penalty, where 1 is strongly in favor of the death penalty, and 7 is strongly op-

posed to it?

(Favor)1_ 2__ 3_ 4_ 5_ 6_ 7_

Respondent Answer:

(Oppose)

About a 4. | think that all murderers, rapists, and violent criminals

should get death, but | don't favor it for minor crimes like stealing a car.

viewers and extensive training. As with any em-
ployment situation, adequate pay and good
supervision are important for consistent high-
quality performance. Unfortunately, profes-
sional interviewing has not always paid well or
provided regular employment. In the past, inter-
viewers were largely drawn from a pool of mid-
dle-aged women willing to accept irregular
part-time work.

Good interviewers are pleasant, honest, ac-
curate, mature, responsible, moderately intelli-
gent, stable, and motivated. They have a
nonthreatening appearance, have experience
with many different types of people, and possess
poise and tact. Researchers may consider inter-
viewers’ physical appearance, age, race, sex, lan-

guages spoken, and even the sound of their
voice.

Professional interviewers will receive a two-
week training course. It includes lectures and
reading, observation of expert interviewers,
mock interviews in the office and in the field that
are recorded and critiqued, many practice inter-
views, and role-playing. The interviewers learn
about survey research and the role of the inter-
viewer. They become familiar with the question-
naire and the purpose of questions, although not
with the answers expected.

The importance of carefully selecting and
training interviewers was evident during the
2004 U.S. presidential election. Exit polls are
quick, very short surveys conducted outside a



194 PART TWO / CONDUCTING QUANTITATIVE RESEARCH

polling place for people immediately after they
voted. On Election Day of 2004 exit polls
showed candidate John Kerry well ahead, but
after final votes were counted he lost to his op-
ponent, George W. Bush. A major cause of the
mistake was that the research organization, paid
$10 million by six major news organizations to
conduct the exit polls, had hired many young in-
experienced interviewers and gave them only
minimal training. Younger voters tended to sup-
port John Kerry, whereas older voters tended to
support George Bush. The young inexperienced
interviewers were less successful in gaining co-
operation from older voters and felt more com-
fortable handing the questionnaire to someone
of a similar age. As a result, exit poll participants
did not reflect the composition of all voters and
poll results showed greater support for Kerry
than actually existed among all voters.'®

Although interviewers largely work alone,
researchers use an interviewer supervisor in
large-scale surveys with several interviewers. Su-
pervisors are familiar with the area, assist with
problems, oversee the interviewers, and ensure
that work is completed on time. For telephone
interviewing, this includes helping with calls,
checking when interviewers arrive and leave, and
meonitoring interview calls. In face-to-face inter-
views, supervisors check to find out whether the
interview actually took place. This means calling
back or sending a confirmation postcard to a
sample of respondents. They can also check the
response rate and incomplete questionnaires to
see whether interviewers are obtaining coopera-
tion, and they may reinterview a small subsam-
ple, analyze answers, or observe interviews to see
whether interviewers are accurately asking ques-
tions and recording answers.

Interviewer Bias

Survey researchers proscribe interviewer behav-
ior to reduce bias. This goes beyond reading
each question exactly as worded. Ideally, the ac-
tions of a particular interviewer will not affect
how a respondent answers, and responses will

not vary from what they would be if asked by
any other interviewer.

Survey researchers know that interviewer
expectations can create significant bias. Inter-
viewers who expect difficult interviews have
them, and those who expect certain answers are
more likely to get them (see Box 7.8). Proper in-
terviewer behavior and exact question reading
may be difficult, but the issue is larger.

The social setting in which the interview oc-
curs can affect answers, including the presence
of other people. For example, students answer
differently depending on whether they are asked
questions at home or at school. In general, sur-
vey researchers do not want others present be-
cause they may affect respondent answers. It
may not always make a difference, however, es-
pecially if the others are small children.?0

An interviewer’s visible characteristics, in-
cluding race and gender, often affect interviews
and respondent answers, especially for questions
about issues related to race or gender. For exam-
ple, African American and Hispanic American
respondents express different policy positions
on race- or ethnic-related issues depending on
the apparent race or ethnicity of the interviewer.
This occurs even with telephone interviews
when a respondent has clues about the inter-
viewer’s race or ethnicity. In general, interview-
ers of the same ethnic-racial group get more
accurate answers.?! Gender also affects inter-
views both in terms of obvious issues, such as
sexual behavior, as well as support for gender-
related collective action or gender equality.??
Survey researchers need to note the race and
gender of both interviewers and respondents.

Computer-Assisted Telephone
Interviewing

Advances in computer technology and lower
computer prices have enabled professional sur-
vey research organizations to install computer-
assisted telephone interviewing (CATI) systems.?
With CAT]I, the interviewer sits in front of a
computer and makes calls. Wearing a headset



Example of Interviewer Expectation Effects

Asked by Female Interviewer Whose Own
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: IﬁteNiEWer Characteristics emﬁﬂeww .r- k

Female Respondent Reports That
Husband Buys Most Furniture

Husband buys most furniture

Husband does not buy most furniture

Example of Race or Ethnic Appearance Effects

89%
15%

Percentage Answering Yes to:

“Do you think there “Do you think that
are too many Jews in Jews have too
Interviewer government jobs?” much power?”
Looked Jewish with Jewish-sounding name 1.7 5.8
Looked Jewish only 15.4 15.6
Non-Jewish appearance 21.2 243
Non-Jewish appearance and
non-Jewish-sounding name 19.5 21.4

Note: Racial stereotypes held by respondents can affect how they respond in interviews.

Source: Adapted from Hyman (1975:115, 163).

and microphone, the interviewer reads the ques-
tions from a computer screen for the specific re-
spondent who is called, then enters the answer
via the keyboard. Once he or she enters an an-
swer, the computer shows the next question on
the screen.

Computer-assisted telephone interviewing
speeds interviewing and reduces interviewer er-
rors. It also eliminates the separate step of enter-
ing information into a computer and speeds
data processing. Of course, CATI requires an in-
vestment in computer equipment and some
knowledge of computers. The CATI system is
valuable for contingency questions because the
computer can show the questions appropriate

for a specific respondent; interviewers do not
have to turn pages looking for the next question.
In addition, the computer can check an answer
immediately after the interviewer enters it. For
example, if an interviewer enters an answer that
is impossible or clearly an error (e.g., an H
instead of an M for “Male”), the computer will
request another answer. Innovations with com-
puters and web surveys also help to gather data
on sensitive issue {see Box 7.9).

Several companies have developed software
programs for personal computers that help re-
searchers develop questionnaires and analyze
survey data. They provide guides for writing
questions, recording responses, analyzing data,
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Computer-Aided Surveys and
Sensitive Topics

Box

7.9

The questioning format influences how respondents
answer questions about sensitive topics. Formats
that permit the greater respondent anonymity, such
as a self-administered questionnaire or the web sur-
vey, are more likely to elicit honest responses than
one that requires interaction with another person,
such as in a face-to-face interview or telephone in-
terview. One of a series of computer-based techno-
logical innovations is called computer-assisted
self-administered interviews (CASAl). It appears to im-
prove respondent comfort and honesty in answering
questions on sensitive topics. In CASA, respondents
are “interviewed” with questions that are asked on a
computer screen or heard over earphones. The re-
spondents answer by moving a computer mouse or
entering information using a computer keyboard.
Even when a researcher is present in the same room,
the respondent is semi-insulated from human con-
tact and appears to feel comfortable answering ques-
tions about sensitive issues.

and producing reports. The programs may
speed the more mechanical aspects of survey re-
search—such as typing questionnaires, organiz-
ing layout, and recording responses—but they
cannot substitute for a good understanding of
the survey method or an appreciation of its lim-
itations. The researcher must still clearly con-
ceptualize variables, prepare well-worded
questions, design the sequence and forms of
questions and responses, and pilot-test ques-
tionnaires. Communicating unambiguously
with respondents and eliciting credible re-
sponses remain the most important parts of sur-
vey research.

THE ETHICAL SURVEY

Like all social research, people can conduct sur-
veys in ethical or unethical ways. A major ethical
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issue in survey research is the invasion of pri-
vacy. Survey researchers can intrude into a re-
spondent’s privacy by asking about intimate
actions and personal beliefs. People have a right
to privacy. Respondents decide when and to
whom to reveal personal information. They are
likely to provide such information when it is
asked for in a comfortable context with mutual
trust, when they believe serious answers are
needed for legitimate research purposes, and
when they believe answers will remain confiden-
tial. Researchers should treat all respondents
with dignity and reduce anxiety or discomfort.
They are also responsible for protecting the con-
fidentiality of data.

A second issue involves voluntary participa-
tion by respondents. Respondents agree to an-
swer questions and can refuse to participate at
any time. They give “informed consent” to par-
ticipate in research. Researchers depend on
respondents’ voluntary cooperation, so re-
searchers need to ask well-developed questions
in a sensitive way, treat respondents with re-
spect, and be very sensitive to confidentiality.

A third ethical issue is the exploitation of
surveys and pseudosurveys. Because of its pop-
ularity, some people use surveys to mislead
others. A pseudosurvey is when someone who
has little or no real interest in learning infor-
mation from a respondent uses the survey for-
mat to try to persuade someone to do
something. Charlatans use the guise of con-
ducting a survey to invade privacy, gain entry
into homes, or “suggle” (sell in the guise of a
survey). I personally experienced a type of
pseudosurvey known as a “suppression poll” in
the 1994 U.S. election campaign. In this situa-
tion, an unknown survey organization tele-
phoned potential voters and asked whether the
voter supported a given candidate. If the voter
supported the candidate, the interviewer next
asked whether the respondent would still sup-
port the candidate if he or she knew that the
candidate had an unfavorable characteristic
(e.g., had been arrested for drunk driving, used
illegal drugs, raised the wages of convicted




criminals in prison, etc.). The goal of the inter-
view was not to measure candidate support;
rather, it was to identify a candidate’s support-
ers then attempt to suppress voting. Although
they are illegal, no one has been prosecuted for
using this campaign tactic.

Another ethical issue is when people misuse
survey results or use poorly designed or pur-
posely rigged surveys. Why does this occur? Peo-
ple may demand answers from surveys that
surveys cannot provide and not understand a
survey’s limitations. Those who design and pre-
pare surveys may lack sufficient training to con-
duct a legitimate survey. Unfortunately, policy
decisions are sometimes made based on careless
or poorly designed surveys. They often result in
waste or human hardship. This is why legitimate
researchers conducting methodologically rigor-
ous survey research are important.

The media report more surveys than other
types of social research, yet sloppy reporting of
survey results permits abuse.?* Few people read-
ing survey results may appreciate it, but re-
searchers should include details about the survey
(see Box 7.10) to reduce the misuse of survey re-
search and increase questions about surveys that
lack such information. Survey researchers urge
the media to include such information, but it is
rarely included. Over 88 percent of reports on
surveys in the mass media fail to reveal the re-
searcher who conducted the survey, and only 18
percent provide details on how the survey was
conducted.? Currently, there are no quality-
control standards to regulate the opinion polls
or surveys reported in the U.S. media. Re-
searchers have made unsuccessful attempts since
World War II to require adequate samples, in-
terviewer training and supervision, satisfactory
questionnaire design, public availability of re-
sults, and controls on the integrity of survey or-
ganizations.?® As a result, the mass media report
both biased and misleading survey results and
rigorous, professional survey results without
making any distinction. It is not surprising that
public confusion and a distrust of all surveys
occur.
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| Ten ltems to Include When
7.10 Reporting Survey Research

1. The sampling frame used (e.g., telephone direc-
tories)

2. The dates on which the survey was conducted

3. The population that the sample represents (e.g.,
U.S. adults, Australian college students, house-
wives in Singapore)

4. The size of the sample for which information was
collected

5. The sampling method (e.g., random)

6. The exact wording of the questions asked

7. The method of the survey (e.g., face to face,
telephone)

8. The organizations that sponsored the survey
(paid for it and conducted it)

9. The response rate or percentage of those con-
tacted who actually completed the question-
naire

10. Any missing information or “don’t know” re-

sponses when results on specific questions are
reported

CONCLUSION
In this chapter, you learned about survey re-
search. You also learned some principles of writ-
ing good survey questions. There are many
things to avoid and to include when writing
questions. You learned about the advantages and
disadvantages of three types of survey research:
mail, telephone interviews, and face-to-face in-
terviews. You saw that interviewing, especially
face-to-face interviewing, can be difficult.
Although this chapter focused on survey re-
search, researchers use questionnaires to measure
variables in other types of quantitative research
{e.g., experiments). The survey, often called the
sample survey because random sampling is usu-
ally used with it, is a distinct technique. It is a
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process of asking many people the same ques-
tions and examining their answers.

Survey researchers try to minimize errors,
but survey data often contain them. Errors in
surveys can compound each other. For example,
errors can arise in sampling frames, from nonre-
sponse, from question wording or order, and
from interviewer bias. Do not let the existence of
errors discourage you from using the survey,
however. Instead, learn to be very careful when
designing survey research and cautious about
generalizing from the results of surveys.
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Endnotes

1. Sudman and Bradburn (1983:39) suggested that
even simple questions (e.g., “What brand of soft
drink do you usually buy?”) can cause problems.
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Respondents who are highly loyal to one brand of
traditional carbonated sodas can answer the ques-
tion easily. Other respondents must implicitly ad-
dress the following questions to answer the
question as it was asked: (a) What time period is
involved—the past month, the past year, the last
10 years? (b) What conditions count—at home,
at restaurants, at sporting events? (¢) Buying for
oneself alone or for other family members? (d)
What is a “soft drink”? Do lemonade, iced tea,
mineral water, or fruit juices count? (e) Does
“usually” mean a brand purchased as 51 percent
or more of all soft drink purchases, or the brand
purchased more frequently than any other? Re-
spondents rarely stop and ask for clarification;
they make assumptions about what the researcher
means.

See Dykema and Schaeffer (2000) and Sudman
and colleagues (1996:197-226).

See Ostrom and Gannon (1996).

. See Bradburn (1983), Bradburn and Sudman

(1980), and Sudman and Bradburn (1983) on
threatening or sensitive questions. Backstrom and
Hursh-Cesar (1981:219) and Warwick and
Lininger (1975:150-151) provide useful sugges-
tions as well.

On how “Who knows who lives here?” can be
complicated, see Martin (1999) and Tourangeau
et al. (1997).

For a discussion of the “don’t know,” “no opin-
ion,” and middle positions in response categories,
see Backstrom and Hursh-Cesar (1981:148-149),
Bishop (1987), Bradburn and Sudman (1988:
154), Brody (1986), Converse and Presser
(1986:35-37), Duncan and Stenbeck (1988), and
Sudman and Bradburn (1983:140-141).

» «

. The disagree/agree versus specific alternatives de-

bate can be found in Bradburn and Sudman
(1988:149-151), Converse and Presser (1986:38—
39), and Schuman and Presser (1981:179-223).

. The ranking versus ratings issue is discussed in Al-

win and Krosnick {1985) and Krosnick and Alwin
(1988). Also see Backstrom and Hursh-Cesar
(1981:132-134) and Sudman and Bradburn
(1983:156-165) for formats of asking rating and
ranking questions.

. See Foddy (1993) and Presser (1990).
. Studies by Krosnick (1992) and Narayan and

Krosnick (1996) show that education reduces re-
sponse-order (primacy or recency) effects, but



11.
12.

13.

14.

15.

16.

Kniuper (1999) found that age is strongly associ-
ated with response-order effects.

This example comes from Strack (1992).

For a discussion, see Couper, Singer et al. (1998),
de Heer (1999), Keeter et al. (2000), Sudman and
Bradburn (1983:11), and “Surveys Proliferate, but
Answers Dwindle,” New York Times, October 5,
1990, p. 1. Smith (1995) and Sudman (1976:114—
116) also discuss refusal rates.

Bailey (1987:153-168), Church (1993), Dillman
(1978, 1983), Fox and colleagues (1988), Goyder
(1982), Heberlein and Baumgartner (1978, 1981),
Hubbard and Little (1988), Jones (1979), and
Willimack and colleagues (1995) discuss increas-
ing return rates in surveys

For a comparison among types of surveys, see
Backstrom and Hursh-Cesar (1981:16-23), Brad-
burn and Sudman (1988:94-110), Dillman (1978:
39-78), Fowler (1984:61-73), and Frey (1983:27—
55).

For more on survey research interviewing, see
Brenner and colleagues (1985), Cannell and Kahn
(1968), Converse and Schuman (1974), Dijkstra
and van der Zouwen (1982), Foddy (1993), Gor-
den (1980), Hyman (1975), and Moser and
Kalton (1972:270-302).

See Turner and Martin (1984:262-269, 282).

17.
18.

19.

20.

21.

22.

23.

24.

25.
26.
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From Moser and Kalton (1972:273).

The use of probes is discussed in Backstrom and
Hursh-Cesar (1981:266—273), Gorden (1980:368—
390), and Hyman (1975:236-241).

Report by Jacques Steinberg (2005). “Study Cites
Human Failings in Election Day Poll System,”
New York Times (January 20, 2005).

See Bradburn and Sudman (1980), Pollner and
Adams (1997), and Zane and Matsoukas (1979),
The race or ethnicity of interviewers is discussed
in Anderson and colleagues (1988), Bradburn
(1983), Cotter and colleagues (1982), Davis
(1997), Finkel and colleagues (1991), Gorden
(1980:168—-172), Reese and colleagues (1986),
Schaffer (1980), Schuman and Converse (1971),
and Weeks and Moore (1981).

See Catania and associates (1996) and Kane and
MacAulay (1993).

CATI is discussed in Bailey (1987:201-202), Brad-
burn and Sudman (1988:100-101), Frey (1983:
24-25, 143-149), Groves and Kahn (1979:226),
Groves and Mathiowetz (1984), and Karweit and
Meyers (1983).

On reporting survey results in the media, see
Channels (1993) and MacKeun (1984).

See Singer (1988).

From Turner and Martin (1984:62).
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INTRODUCTION

Experimental research builds on the principles
of a positivist approach more directly than do
the other research techniques. Researchers in the
natural sciences (e.g., chemistry and physics), re-
lated applied fields (e.g., agriculture, engineer-
ing, and medicine), and the social sciences
conduct experiments. The logic that guides an
experiment on plant growth in biology or testing
a metal in engineering is applied in experiments
on human social behavior. Although it is most
widely used in psychology, the experiment is
found in education, criminal justice, journalism,
marketing, nursing, political science, social
work, and sociology. This chapter focuses first
on the experiment conducted in a laboratory
under controlled conditions, then looks at ex-
periments conducted in the field.

The experiment’s basic logic extends com-
monsense thinking. Commonsense experiments
are less careful or systematic than scientifically
based experiments. In commonsense language,
an experiment is when you modify something in
a situation, then compare an outcome to what
existed without the modification. For example, I
try to start my car. To my surprise, it does not
start. I “experiment” by cleaning off the battery
connections, then try to start it again. I modified
something (cleaned the connections) and com-
pared the outcome (whether the car started) to

,the previous situation (it did not start). I began
with an implicit “hypothesis”—a buildup of
crud on the connections is the reason the car is
not starting, and once the crud is cleaned off, the
car will start. This illustrates three things re-
searchers do in experiments: (1) begin with a hy-
pothesis, (2) modify something in a situation,
and (3) compare outcomes with and without the
modification.

Compared to the other social research tech-
niques, experimental research is the strongest for
testing causal relationships because the three
conditions for causality (temporal order, associ-
ation, and no alternative explanations) are best
met in experimental designs.
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Research Questions Appropriate for
an Experiment

The Issue of an Appropriate Technique. Some
research questions are better addressed using
certain techniques. New researchers often ask,
Which technique (e.g., experiments and sur-
veys) best fits which research question? There is
no easy answer, because the match between a re-
search question and technique is not fixed but
depends on informed judgment. You can de-
velop judgment from reading research reports,
understanding the strengths and weaknesses of
different techniques, assisting more experienced
researchers with their research, and gaining
practical experience.

Research Questions for Experimental Research.
The experiment allows a researcher to focus
sharply on causal relations, and it has practical
advantages over other techniques, but it also has
limitations. The research questions most appro-
priate for an experiment fit its strengths and lim-
itations.

The questions appropriate for using an ex-
perimental logic confront ethical and practical
limitations of intervening in human affairs for
research purposes. It is immoral and impossible
to manipulate many areas of human life for re-
search purposes. The pure logic of an experi-
ment has an experimenter intervene or induce a
change in some focused part of social life, then
examine the consequences that result from the
change or intervention. This usually means that
the experiment is limited to research questions
in which a researcher is able to manipulate con-
ditions. Experimental research cannot answer
questions such as, Do people who complete a
college education increase their annual income
more than people who do not? Do children
raised with younger siblings develop better lead-
ership skills than children without siblings? Do
people who belong to more organizations vote
more often in elections? This is because an ex-
perimenter often cannot manipulate conditions
or intervene. He or she cannot randomly assign
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thousands to attend college and prevent others
from attending to discover who later earns more
income. He or she cannot induce couples to
have either many children or a single child so he
or she can examine how leadership skills develop
in children. He or she cannot compel people to
join or quit organizations then see whether they
vote. Experimenters are highly creative in simu-
lating such interventions or conditions, but they
cannot manipulate many of the variables of in-
terest to fit the pure experimental logic.

The experiment is usually best for issues
that have a narrow scope or scale. This strength
allows experimenters to assemble and “run”
many experiments with limited resources in a
short period. Some carefully designed experi-
ments require assembling only 50 or 60 volun-
teers and can be completed in one or two
months. In general, the experiment is better
suited for micro-level (e.g., individual or small-
group phenomena) than for macro-level con-
cerns or questions. Experiments can rarely
address questions that require looking at condi-
tions across an entire society or across decades.
The experiment also limits one’s ability to gen-
eralize to larger settings (see External Validity
and Field Experiments later in this chapter).

Experiments encourage researchers to iso-
late and target the impact that arises from one or
a few causal variables. This strength in demon-
strating causal effects is a limitation in situations
where a researcher tries to examine numerous
variables simultaneously. The experiment is
rarely appropriate for research questions or is-
sues that require a researcher to examine the im-
pact of dozens of diverse variables all together.
Although the accumulated knowledge from
many individual experiments, each focused on
one or two variables, advances understanding,
the approach of expermimental research differs
from doing research on a highly complex situa-
tion in which one examines how dozens of vari-
ables operate simultaneously.

Often, researchers study closely related top-
ics using either an experimental or a nonexperi-

mental method. For example, a researcher may
wish to study attitudes toward people in wheel-
chairs. An experimenter might ask people to re-
spond (e.g., Would you hire this person? How
comfortable would you be if this person asked
you for a date?) to photos of some people in
wheelchairs and some people not in wheelchairs.
A survey researcher might ask people their opin-
ions about people in wheelchairs. The field re-
searcher might observe people’s reactions to
someone in a wheelchair, or the researcher him-
self or herself might be in wheelchair and care-
fully note the reactions of others.

RANDOM ASSIGNMENT

Social researchers frequently want to compare.
For example, a researcher has two groups of 15
students and wants to compare the groups on
the basis of a key difference between them (e.g.,
a course that one group completed). Or a re-
searcher has five groups of customers and wants
to compare the groups on the basis of one char-
acteristic (e.g., geographic location). The cliché,
“Compare apples to apples, don’t compare ap-
ples to oranges,” is not about fruit; it is about
comparisons. It means that a valid comparison
depends on comparing things that are funda-
mentally alike. Random assignment facilitates
comparison in experiments by creating similar
groups.

When making comparisons, researchers
want to compare cases that do not differ with re-
gard to variables that offer alternative explana-
tions. For example, a researcher compares two
groups of students to determine the impact of
completing a course. In order to be compared,
the two groups must be similar in most respects
except for taking the course. If the group that
completed the course is also older than the
group that did not, for example, the researcher
cannot determine whether completing the
course or being older accounts for differences
between the groups.



Why Randomly Assign?

Random assignment is a method for assigning
cases (e.g., individuals, organizations, etc.) to
groups for the purpose of making comparisons.
It is a way to divide or sort a collection of cases
into two or more groups in order to increase
one’s confidence that the groups do not differ in
a systernatic way. It is a mechanical method; the
assignment is automatic, and the researcher can-
not make assignments on the basis of personal
preference or the features of specific cases.

Random assignment is random in a statisti-
cal or mathematical sense, not in an everyday
sense. In everyday speech, random means un-
planned, haphazard, or accidental, but it has a
specialized meaning in mathematics. In proba-
bility theory, random describes a process in
which each case has a known chance of being
selected. Random selection lets a researcher cal-
culate the odds that a specific case will be sorted
into one group over another. Random means a
case has an exactly equal chance of ending up in
one or the other group. The great thing about a
random process is that over many separate ran-
dom occurrences, predictable things happen.
Although the process itself is entirely due to
chance and does not allow predicting a specific
outcome at one specific time, it obeys mathe-
matical laws that makes very accurate predic-
tions possible when conducted over a large
number of situations.

Random assignment or randomization is
unbiased because a researcher’s desire to con-
firm a hypothesis or a research subject’s personal
interests do not enter into the selection process.
Unbiased does not mean that groups with iden-
tical characteristics are selected in each specific
situation of random assignment. Instead, it says
that the probability of selecting a case can be
mathematically determined, and, in the long
run, the groups will be identical.

Sampling and random assignment are
processes of selecting cases for inclusion in a
study. When a researcher randomly assigns, he
or she sorts a collection of cases into two or more
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groups using a random process. In random sam-
pling, he or she selects a smaller subset of cases
from a larger pool of cases (see Figure 8.1). Ide-
ally, a researcher will both randomly sample and
randomly assign. He or she can first sample to
obtain a smaller set of cases (e.g., 150 people out
of 20,000) and then use random assignment to
divide the sample into groups (e.g., divide the
150 people into three groups of 50). Unfortu-
nately, few social science experimenters use ran-
dom samples. Most begin with a convenience
sample then randomly assign.

How to Randomly Assign

Random assignment is very simple in practice. A
researcher begins with a collection of cases (in-
dividuals, organizations, or whatever the unit of
analysis is), then divides it into two or more
groups by a random process, such as asking peo-
ple to count off, tossing a coin, or throwing dice.
For example, a researcher wants to divide 32
people into two groups of 16. A random method
is writing each person’s name on a slip of paper,
putting the slips in a hat, mixing the slips with
eyes closed, then drawing the first 16 names for
group 1 and the second 16 for group 2.

Matching versus Random Assignment

You might ask, If the purpose of random assign-
ment is to get two (or more) equivalent groups,
would it not be simpler to match the character-
istics of cases in each group? Some researchers
match cases in groups on certain characteristics,
such as age and sex. Matching is an alternative to
random assignment, but it is an infrequently
used one.

Matching presents a problem: What are the
relevant characteristics to match on, and can one
locate exact matches? Individual cases differ in
thousands of ways, and the researcher cannot
know which might be relevant. For example, a
researcher compares two groups of 15 students.
There are 8 males in one group, which means
there should be 8 males in the other group. Two



204 PART TWO / CONDUCTING QUANTITATIVE RESEARCH

males in the first group are only children; one is
from a divorced family, one from an intact fam-
ily. One is tall, slender, and Jewish; the other is
short, heavy, and Methodist. In order to match
groups, does the researcher have to find a tall
Jewish male only child from a divorced home
and a short Methodist male only child from an
intact home? The tall, slender, Jewish male only
child is 22 years old and is studying to become a
physician. The short, heavy Methodist male is 20
years old and wants to be an accountant. Does
the researcher also need to match the age and ca-
reer aspirations of the two males? True matching
soon becomes an impossible task.

EXPERIMENTAL DESIGN LOGIC
The Language of Experiments

Experimental research has its own language or
set of terms and concepts. You already encoun-
tered the basic ideas: random assignment and
independent and dependent variables. In exper-
imental research, the cases or people used in re-
search projects and on whom variables are
measured are called the subjects.

Parts of the Experiment. 'We can divide the ex-
periment into seven parts. Not all experiments

FIGURE 8.1

i
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Process

Step 2: Devise a method to randomize that is purely mechanical (e.g., flip a coin).

Step 3: Assign subjects with “Heads” to one group

Control Group

and ‘“Tails” to the other group.

Experimental Group



have all these parts, and some have all seven
parts plus others. The following seven, to be dis-
cussed here, make up a true experiment:

Treatment or independent variable
Dependent variable

Pretest

Posttest

Experimental group

Control group

Random assignment

NV R =

In most experiments, a researcher creates a
situation or enters into an ongoing situation,
then modifies it. The treatment (or the stimulus
or manipulation) is what the researcher modi-
fies. The term comes from medicine, in which a
physician administers a treatment to patients;
the physician intervenes in a physical or psycho-
logical condition to change it. It is the indepen-
dent variable or a combination of independent
variables. In earlier examples of measurement, a
researcher developed a measurement instru-
ment or indicator (e.g., a survey question), then
applied it to a person or case. In experiments, re-
searchers “measure” independent variables by
creating a condition or situation. For example,
the independent variable is “degree of fear or
anxiety”; the levels are high fear and low fear. In-
stead of asking subjects whether they are fearful,
experimenters put subjects into either a high-
fear or a low-fear situation. They measure the in-
dependent variable by manipulating conditions
so that some subjects feel a lot of fear and others
feel little.

Researchers go to great lengths to create
treatments. Some are as minor as giving different
groups of subjects different instructions. Others
can be as complex as putting subjects into situa-
tions with elaborate equipment, staged physical
settings, or contrived social situations to manip-
ulate what the subjects see or feel. Researchers
want the treatment to have an impact and pro-
duce specific reactions, feelings, or behaviors.

Dependent variables or outcomes in experi-
mental research are the physical conditions, so-
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cial behaviors, attitudes, feelings, or beliefs of
subjects that change in response to a treatment.
Dependent variables can be measured by paper-
and-pencil indicators, observation, interviews,
or physiological responses (e.g., heartbeat or
sweating palms).

Frequently, a researcher measures the de-
pendent variable more than once during an ex-
periment. The pretest is the measurement of the
dependent variable prior to introduction of the
treatment. The posttest is the measurement of
the dependent variable after the treatment has
been introduced into the experimental situation.

Experimental researchers often divide sub-
jects into two or more groups for purposes of
comparison. A simple experiment has two
groups, only one of which receives the treat-
ment. The experimental group is the group that
receives the treatment or in which the treatment
is present. The group that does not receive the
treatment is called the control group. When the
independent variable takes on many different
values, more than one experimental group is
used.

We can review the variables in the three ex-
periments used as examples in previous chap-
ters. In Chapter 2 you read about an experiment
by Brase and Richmond (2004) about doctor—
patient interactions and perceptions. After ran-
dom assignment, subjects saw same- and oppo-
site-gender models identified as being medical
doctors but who wore either informal or for-
mal/traditional attire (independent variable).
The experimenters then measured the subjects’
judgments about trust in the physican and the
physician’s abilities (dependent variable). In
Goar and Sell’s (2005) experiment about mixed
race task groups described in Chapter 4, ran-
domly assigned three-person groups were told
they were either to a complete complex task re-
quiring diverse skills or not (independent vari-
able). The experimenters measured the time it
took the group to complete a task and involve-
ment by group members of different races (de-
pendent variable). In the study on college
women with tattoos discussed in Chapter 5 by
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Hawkes, Senn, and Thorn (2004), randomly as-
signed subjects were asked to read one of five
scenarios about a 22-year-old college student
woman who had a tattoo (independent vari-
able). The experimenters then measured the
subjects’ feelings about the woman and tattoo
using a semantic differential, a Feminist scale,
and a Women’s Movement and Neosexisms
scale (dependent variables).

Steps in Conducting an Experiment. Fol-
lowing the basic steps of the research process, ex-
perimenters decide on a topic, narrow it into a
testable research problem or question, then de-
velop a hypothesis with variables. Once a re-
searcher has the hypothesis, the steps of
experimental research are clear.

A crucial early step is to plan a specific ex-
perimental design (to be discussed). The re-
searcher decides the number of groups to use,
how and when to create treatment conditions,
the number of times to measure the dependent
variable, and what the groups of subjects will ex-
perience from beginning to end. He or she also
develops measures of the dependent variable
and pilot-tests the experiment (see Box 8.1).

The experiment itself begins after a re-
searcher locates subjects and randomly assigns
them to groups. Subjects are given precise, pre-
planned instructions. Next, the researcher mea-
sures the dependent variable in a pretest before
the treatment. One group is then exposed to the
treatment. Finally, the researcher measures the
dependent variable in a posttest. He or she also
interviews subjects about the experiment before
they leave. The researcher records measures of
the dependent variable and examines the results
for each group to see whether the hypothesis re-
ceives support.

Control in Experiments. Control is crucial in
experimental research. A researcher wants to
control all aspects of the experimental situation
to isolate the effects of the treatment and elimi-
nate alternative explanations. Aspects of an ex-
perimental situation that are not controlled by
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Steps in Conducting an
Experiment

Box

8.1

1. Begin with a straightforward hypothesis appro-
priate to the experimental research.

2. Decide on an experimental design that will test
the hypothesis within practical limitations.

3. Decide how to introduce the treatment or cre-
ate a situation that induces the independent
variable.

4. Develop a valid and reliable measure of the de-
pendent variable.

5. Set up an experimental setting and conduct a pi-
fot test of the treatment and dependent vari-
able measures.

6. Locate appropriate subjects or cases.

7. Randomly assign subjects to groups (if random
assignment is used in the chosen research de-
sign) and give careful instructions.

8. Gather data for the pretest measure of the de-
pendent variable for all groups (if a pretest is
used in the chosen design).

9. Introduce the treatment to the experimental
group only (or to relevant groups if there are
multiple experimental groups) and monitor all
groups.

10. Gather data for posttest measure of the depen-
dent variable.

11. Debrief the subjects by informing them of the
true purpose and reasons for the experiment.
Ask subjects what they thought was occurring,
Debriefing is crucial when subjects have been
deceived about some aspect of the experiment.

12. Examine data collected and make comparisons
between different groups. Where appropriate,
use statistics and graphs to determine whether
or not the hypothesis is supported.

the researcher are alternatives to the treatment
for change in the dependent variable and under-
mine his or her attempt to establish causality de-
finitively.



Experimental researchers use deception to
control the experimental setting. Deception oc-
curs when the researcher intentionally misleads
subjects through written or verbal instructions,
the actions of others, or aspects of the setting. It
may involve the use of confederates or stooges—
people who pretend to be other subjects or
bystanders but who actually work for the re-
searcher and deliberately mislead subjects.
Through deception, the researcher tries to con-
trol what the subjects see and hear and what they
believe is occurring. For example, a researcher’s
instructions falsely lead subjects to believe that
they are participating in a study about group co-
operation. In fact, the experiment is about
male/female verbal interaction, and what sub-
jects say is being secretly tape recorded. Decep-
tion lets the researcher control the subjects’
definition of the situation. It prevents them from
altering their cross-sex verbal behavior because
they are unaware of the true research topic. By
focusing their attention on a false topic, the re-
searcher induces the unaware subjects to act
“naturally.” For realistic deception, researchers
may invent false treatments and dependent vari-
able measures to keep subjects unaware of the
true ones. The use of deception in experiments
raises ethical issues (to be discussed).

Types of Design

Researchers combine parts of an experiment
(e.g., pretests, control groups, etc.) together into
an experimental design. For example, some de-
signs lack pretests, some do not have control
groups, and others have many experimental
groups. Certain widely used standard designs
have names.

You should learn the standard designs for
two reasons. First, in research reports, re-
searchers give the name of a standard design in-
stead of describing it. When reading reports, you
will be able to understand the design of the ex-
periment if you know the standard designs. Sec-
ond, the standard designs illustrate common
ways to combine design parts. You can use them
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for experiments you conduct or create your own
variations.

The designs are illustrated with a simple ex-
ample. A researcher wants to learn whether wait
staff (waiters and waitresses) receive more in tips
if they first introduce themselves by first name
and return to ask “Is everything fine?” 8 to 10
minutes after delivering the food. The dependent
variable is the size of the tip received. The study
occurs in two identical restaurants on different
sides of a town that have had the same types of
customers and average the same amount in tips.

Classical Experimental Design.  All designs are
variations of the classical experimental design, the
type of design discussed so far, which has ran-
dom assignment, a pretest and a posttest, an ex-
perimental group, and a control group.

Example. The experimenter gives 40 newly
hired wait staff an identical two-hour training
session and instructs them to follow a script in
which they are not to introduce themselves by
first name and not to return during the meal to
check on the customers. They are next randomly
divided into two equal groups of 20 and sent to
the two restaurants to begin employment. The
experimenter records the amount in tips for
all subjects for one month (pretest score). Next,
the experimenter “retrains” the 20 subjects at
restaurant 1 (experimental group). The experi-
menter instructs them henceforth to introduce
themselves to customers by first name and to
check on the customers, asking, “Is everything
fine?” 8 to 10 minutes after delivering the food
(treatment). The group at restaurant 2 (control
group) is “retained” to continue without an in-
troduction or checking during the meal. Over
the second month, the amount of tips for both
groups is recorded (posttest score).

Preexperimental Designs. Some designs lack
random assignment and are compromises or
shortcuts. These preexperimental designs are used
in situations where it is difficult to use the classi-
cal design. They have weaknesses that make in-
ferring a causal relationship more difficult.
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One-Shot Case Study Design.  Also called the
one-group posttest-only design, the one-shot
case study design has only one group, a treat-
ment, and a posttest. Because there is only one
group, there is no random assignment.

Example. The experimenter takes a group of 40
newly hired wait staff and gives all a two-hour
training session in which they are instructed to
introduce themselves to customers by first name
and to check on the customers, asking, “Is every-
thing fine?” 8 to 10 minutes after delivering the
food (treatment). All subjects begin employ-
ment, and the experimenter records the amount
in tips for all subjects for one month (posttest
score).

One-Group Pretest-Posttest Design.  This design
has one group, a pretest, a treatment, and a
posttest. It lacks a control group and random as-
signment.

Example. The experimenter takes a group of 40
newly hired wait staff and gives all a two-hour
training session. They are instructed to follow a
script in which they are not to introduce them-
selves by first name and not to return during the
meal to check on the customers. All begin em-
ployment, and the experimenter records the
amount in tips for all subjects for one month
(pretest score). Next, the experimenter “re-
trains” all 40 subjects (experimental group). The
experimenter instructs the subjects henceforth
to introduce themselves to customers by first
name and to check on the customers, asking, “Is
everything fine?” 8 to 10 minutes after delivering
the food (treatment). Over the second month,
the amount of tips is recorded (posttest score).

This is an improvement over the one-shot
case study because the researcher measures the
dependent variable both before and after the
treatment. But it lacks a control group. The re-
searcher cannot know whether something other
than the treatment occurred between the pretest
and the posttest to cause the outcome.
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Static Group Comparison. Also called the
posttest-only nonequivalent group design, static
group comparison has two groups, a posttest, and
treatment. It lacks random assignment and a
pretest. A weakness is that any posttest outcome
difference between the groups could be due to
group differences prior to the experiment in-
stead of to the treatment.

Example. The experimenter gives 40 newly
hired wait staff an identical two-hour training
session and instructs them to follow a script in
which they are not to introduce themselves by .
first name and not to return during the meal to
check on the customers. They can choose one of
the two restaurants to work at, so long as each
restaurant ends up with 20 people. All begin em-
ployment. After one month, the experimenter
“retrains” the 20 subjects at restaurant 1 (exper-
imental group). The experimenter instructs
them henceforth to introduce themselves to cus-
tomers by first name and to check on the cus-
tomers, asking, “Is everything fine?” 8 to 10
minutes after delivering the food (treatment).
The group at restaurant 2 (control group) is “re-
tained” to continue without an introduction or
checking during the meal. Over the second
month, the amount of tips for both groups is
recorded (posttest score).

Quasi-Experimental and Special Designs.
These designs, like the classical design, make
identifying a causal relationship more certain
than do preexperimental designs. Quasi-experi-
mental designs help researchers test for causal re-
lationships in a variety of situations where the
classical design is difficult or inappropriate. They
are called quasi because they are variations of the
classical experimental design. Some have ran-
domization but lack a pretest, some use more
than two groups, and others substitute many ob-
servations of one group over time for a control
group. In general, the researcher has less control
over the independent variable than in the classi-
cal design (see Table 8.1).
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TABLE 8.1 A Comparison of the Classical Experimental Design with Other Major Designs

Random Control Experimental

Design Assignment Pretest Posttest Group Group
Classical Yes Yes Yes Yes Yes

One-Shot Case Study No No Yes No Yes

One-Croup Pretest Postest ~ No Yes Yes No Yes

Static Group Comparison No No Yes Yes Yes

Two-Group Posttest Only Yes No Yes Yes Yes

Time Series Designs No Yes Yes No Yes
Two-Group Posttest-Only Design.  Thisisiden-  to act the same toward all customers. The results

tical to the static group comparison, with one
exception: The groups are randomly assigned. It
has all the parts of the classical design except a
pretest. The random assignment reduces the
chance that the groups differed before the treat-
ment, but without a pretest, a researcher cannot
be as certain that the groups began the same on
the dependent variable.

In a study using a two-group posttest-only
design with random assignment, Rind and
Strohmetz (1999) examined messages about a
upcoming special written on the back of cus-
tomers’ checks. The subjects were 81 dining par-
ties eating at an upscale restaurant in New Jersey.
The treatment was whether a female server
wrote a message about an upcoming restaurant
special on the back of a check and the dependent
variable was the size of tips. The server with two
years’ experience was given a randomly shuffled
stack of cards, half of which said No Message
and half of which said Message. Just before she
gave a customer his or her check, she randomly
pulled a card from her pocket. If it said Message,
she wrote about an upcoming special on the
back of the customer’s check. If it said No Mes-
sage, she wrote nothing. The experimenters
recorded the amount of the tip and the number
of people at the table. They instructed the server

showed that higher tips came from customers
who received the message about upcoming
specials.

Interrupted Time Series. In an interrupted time
series design, a researcher uses one group and
makes multiple pretest measures before and af-
ter the treatment. For example, after remaining
level for many years, in 1995, cigarette taxes
jumped 35 percent. Taxes remained relatively
constant for the next 10 years. The hypothesis is
that increases in taxes lower cigarette consump-
tion. A researcher plots the rate of cigarette con-
sumption for 1985 through 2005. The researcher
notes that cigarette consumption was level dur-
ing the 10 years prior to the new taxes, then
dropped in 1995 and stayed about the same for
the next 10 years.

Equivalent Time Series. An equivalent time se-
ries is another one-group design that extends
over a time period. Instead of one treatment, it
has a pretest, then a treatment and posttest, then
treatment and posttest, then treatment and
posttest, and so on. For example, people who
drive motorcycles were not required to wear hel-
mets before 1985, when a law was passed requir-
ing helmets. In 1991, the law was repealed
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because of pressure from motorcycle clubs. The
helmet law was reinstated in 2003. The re-
searcher’s hypothesis is that wearing protective
helmets lowers the number of head injury deaths
in motorcycle accidents. The researcher plots
head injury death rates in motorcycle accidents
over time. The rate was very high prior to 1985,
dropped sharply between 1985 and 1991, then
returned to pre-1985 levels between 1991 and
2003, then dropped again from 2003 to the
present.

Latin Square Designs.  Researchers interested in
how several treatments given in different se-
quences or time orders affect a dependent vari-
able can use a Latin square design. For example, a
junior high school geography instructor has
three units to teach students: map reading, using
a compass, and the longitude/latitude (LL) sys-
tem. The units can be taught in any order, but
the teacher wants to know which order most
helps students learn. In one class, students first
learn to read maps, then how to use a compass,
then the LL system. In another class, using a
compass comes first, then map reading, then the
LL system. In a third class, the instructor first
teaches the LL system, then compass usage, and
ends with map reading. The teacher gives tests
after each unit, and students take a comprehen-
sive exam at the end of the term. The students
were randomly assigned to classes, so the in-
structor can see whether presenting units in one
sequence or another resulted in improved
learning.

Solomon Four-Group Design. A researcher may
believe that the pretest measure has an influence
on the treatment or dependent variable. A
pretest can sometimes sensitize subjects to the
treatment or improve their performance on the
posttest (see the discussion of testing effect to
come). Richard L. Solomon developed the
Solomon four-group design to address the issue of
pretest effects. It combines the classical experi-
mental design with the two-group posttest-only
design and randomly assigns subjects to one of
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four groups. For example, a mental health
worker wants to determine whether a new train-
ing method improves clients’ coping skills. The
worker measures coping skills with a 20-minute
test of reactions to stressful events. Because the
clients might learn coping skills from taking the
test itself, a Solomon four-group design is used.
The mental health worker randomly divides
clients into four groups. Two groups receive the
pretest; one of them gets the new training
method and the other gets the old method. An-
other two groups receive no pretest; one of them
gets the new method and the other the old
method. All four groups are given the same
posttest and the posttest results are compared. If
the two treatment (new method) groups have
similar results, and the two control (old
method) groups have similar results, then the
mental health worker knows pretest learning is
not a problem. If the two groups with a pretest
{one treatment, one control) differ from the two
groups without a pretest, then the worker con-
cludes that the pretest itself may have an effect
on the dependent variable.

Factorial Designs. Sometimes, a research ques-
tion suggests looking at the simultaneous effects
of more than one independent variable. A
factorial design uses two or more independent
variables in combination. Every combination of
the categories in variables (sometimes called
factors) is examined. When each variable con-
tains several categories, the number of combina-
tions grows very quickly. The treatment or
manipulation is not each independent variable;
rather, it is each combination of the categories.

The treatments in a factorial design can have
two kinds of effects on the dependent variable:
main effects and interaction effects. Only. main
effects are present in one-factor or single-treat-
ment designs. In a factorial design, specific com-
binations of independent variable categories can
also have an effect. They are called interaction ef-
fects because the categories in a combination in-
teract to produce an effect beyond that of each
variable alone.
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FIGURE 8.2

Ll

Blame, Resistance, and Schema: Interaction Effect

325

3.00 [—

27
2.50 -

225 | —
200 [—— —

175 |—

150 | YT TLLLLLL

Blame Rape Victim

1.25 [—

1.00
Fights

Submits

Victim Tries to Fight off the Rapist (Resistance)

== Sex schema
sus@ == Power schema

Interaction effects are illustrated in Figure
8.2, which uses data from a study by Ong and
Ward (1999). As part of a study of 128 female
undergraduates at the National University of
Singapore, Ong and Ward measured which of
two major ways subjects understood the crime
of rape. Some of the women primarily under-
stood it as sex and due to the male sex drive (sex
schema); others understood it as primarily an
act of male power and domination of a woman
(power schema). The researchers asked the sub-
jects to read a realistic scenario about the rape of
a college student at their university. One ran-
domly selected group of subjects read a scenario
in which the victim tried to fight off the rapist. In
the other set, she passively submitted. The re-
searchers next asked the subjects to evaluate the
degree to which the rape victim was at blame or
responsible for the rape.

Results showed that the women who held
the sex schema (and who also tended to embrace
traditionalist gender role beliefs) more strongly
blamed the victim when she resisted. Blame de-
creased if she submitted. The women who held a
power schema (and who also tended to be non-
traditionalists) were less likely to blame the vic-
tim if she fought. They blamed her more if she
passively submitted. Thus, the subjects’ re-
sponses to the victim’s act of resisting the attack
varied by, or interacted with, their understand-

ing of the crime of rape (i.e., the rape schema
held by each subject). The researchers found that
two rape schemas caused subjects to interpret
victim resistance in opposite ways for the pur-
pose of assigning responsibility for the crime.

Researchers discuss factorial design in a
shorthand way. A “two by three factorial design”
is written 2 X 3. It means that there are two
treatments, with two categories in one and three
categories in the other. A 2 X 3 X 3 design
means that there are three independent vari-
ables, one with two categories and two with
three categories each.

The previously discussed experiment by
Hawkes, Seen, and Thorn (2004) on tattoos
among college women useda3 X 2 X 2 X 2 X 2
factorial design. The full study considered four
independent variables, one with three categories,
the rest having two categories, and it had three
measures of the dependent variable. The depen-
dent variable measures included a Semantic
Differential measure (which contained three di-
mensions). In addition, experimenters had
subjects complete a Neosexism measure (an 11-
item, 5-point Likert Scale statements summed
into an index) and a measure of Feminism and
Women’s Movement Support (a 10-item, 5-
point Likert Scale summed into an index). The
experimenters manipulated two independent
variables in the descriptions of the tattoo read by
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subjects: (1) whether the woman had no tattoo,
a tattoo smaller than a Canadian $1 coin, or
larger than a $1 coin; and (2) the tattoo’s visib-
lity as always hidden versus always hidden. Two
independent variables were not manipulated but
were preexisting characteristics of researcher
subjects, (3) whether the subject him/herself had
a tattoo or not, and (4) the subject’s gender. The
study included 268 subjects, 122 males and 146
females, of them 43 (or 16 percent) had a tattoo.

The study results showed that subjects
viewed college women without a tattoo more
positivity and female subjects were more posi-
tive toward a college woman having a tattoo
than male subjects. There was also a significant
effect for visibility, with more favorable attitudes
for a nonvisible tattoo. Generally, subjects who
had tattoos themselves were more favorable to-
ward the woman having a tattoo. Size of tattoo
had little effect. Men and women with a tattoo
were more favorable, regardless of tattoo size,
while those without a tattoo were negative. In
addition, gender made no difference toward size
of tattoo. The experiment had many specific
findings for each combination of the five inde-
pendent variables. One specific finding was that
female subjects who had a tattoo themselves
were least likely to react negatively to a larger tat-
too. Results from the attitude measures suggest
that “the tattooed woman may be seen by some
as flaunting her freedom from gender norms or
as threatening women’s traditional place in soci-
ety” (Hawkes, Seen, and Thorn 2004:603).

Design Notation

Experiments can be designed in many ways.
Design notation is a shorthand system for sym-
bolizing the parts of experimental design. Once
you learn design notation, you will find it easier
to think about and compare designs. For exam-
ple, design notation expresses a complex, para-
graph-long description of the parts of an
experiment in five or six symbols arranged in
two lines. It uses the following symbols: O =
observation of dependent variable; X = treat-

ment, independent variable; R = random assign-
ment. The Os are numbered with subscripts
from left to right based on time order. Pretests
are O, posttests O,. When the independent
variable has more than two levels, the Xs are
numbered with subscripts to distinguish among
them. Symbols are in time order from left to
right. The R is first, followed by the pretest, the
treatment, and then the posttest. Symbols are
arranged in rows, with each row representing a
group of subjects. For example, an experiment
with three groups has an R (if random assign-
ment is used), followed by three rows of Os and -
Xs. The rows are on top of each other because
the pretests, treatment, and posttest occur in
each group at about the same time. Table 8.2
gives the notation for many standard experi-
mental designs.

INTERNAL AND EXTERNAL
VALIDITY

The Logic of Internal Validity

Internal validity means the ability to eliminate al-
ternative explanations of the dependent variable,
Variables, other than the treatment, that affect
the dependent variable are threats to internal va-
lidity. They threaten the researcher’s ability to say
that the treatment was the true causal factor pro-
ducing change in the dependent variable. Thus,
the logic of internal validity is to rule out vari-
ables other than the treatment by controlling ex-
perimental conditions and through experimental
designs. Next, we examine major threats to inter-
nal validity.

Threats to Internal Validity

The following are nine common threats to inter-

nal validity.!

Selection Bias. Selection bias is the threat that
research participants will not form equivalent
groups. It is a problem in designs without ran-
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TABLE 8.2 Summary of Experimental Designs with Notation
Name of Design Design Notation
Classical ] | desi O X O
assical experimental design " <: o 2
Preexperimental Designs
One-shot case study X O
One-group pretest-posttest O X O
Static group comparison X O
O
Quasi-Experimental Designs
Two-group posttest only X O
R=x 2
Interrupted time series o O O O X 00O
Equivalent time series o X O X OXOXO
Latin square designs O X, O X o X0
O X, o X, o X, 0
O X, O X o X0
O X, O X o  X,0
O X, o X o X0
O X, o X, o X0
Solomon four-group design O X O
R O O
X O
O
Factorial designs X, Z, O
R X4 Z, O
X, Z, O
X, Z, O

dom assignment. It occurs when subjects in one
experimental group have a characteristic that af-
fects the dependent variable. For example, in an
experiment on physical aggressiveness, the treat-
ment group unintentionally contains subjects
who are football, rugby, and hockey players,
whereas the control group is made up of musi-
cians, chess players, and painters. Another ex-
ample is an experiment on the ability of people

to dodge heavy traffic. All subjects assigned to
one group come from rural areas, and all sub-
jects in the other grew up in large cities. An ex-
amination of pretest scores helps a researcher
detect this threat, because no group differences
are expected.

History. This is the threat that an event unre-
lated to the treatment will occur during the ex-
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periment and influence the dependent variable.
History effects are more likely in experiments that
continue over a long time period. For example,
halfway through a two-week experiment to eval-
uate subjects’ attitudes toward space travel, a
spacecraft explodes on the launch pad, killing
the astronauts. The history effect can occur in
the cigarette tax example discussed earlier (see
the discussion of interrupted time-series de-
sign). If a public antismoking campaign or re-
duced cigarette advertising also began in 1989, it
would be hard to say that higher taxes caused
less smoking.

Maturation. This is the threat that some bio-
logical, psychological, or emotional process
within the subjects and separate from the treat-
ment will change over time. Maturation is more
common in experiments over long time periods.
For example, during an experiment on reason-
ing ability, subjects become bored and sleepy
and, as a result, score lower. Another example is
an experiment on the styles of children’s play be-
tween grades 1 and 6. Play styles are affected by
physical, emotional, and maturation changes
that occur as the children grow older, instead of
or in addition to the effects of a treatment. De-
signs with a pretest and control group help re-
searchers determine whether maturation or
history effects are present, because both experi-
mental and control groups will show similar
changes over time.

Testing. Sometimes, the pretest measure itself
affects an experiment. This testing effect threat-
ens internal validity because more than the treat-
ment alone affects the dependent variable. The
Solomon four-group design helps a researcher
detect testing effects. For example, a researcher
gives students an examination on the first day of
class. The course is the treatment. He or she tests
learning by giving the same exam on the last day
of class. If subjects remember the pretest ques-
tions and this affects what they learned (i.e., paid
attention to) or how they answered questions on
the posttest, a testing effect is present. If testing

PART TWO / CONDUCTING QUANTITATIVE RESEARCH

effects occur, a researcher cannot say that the
treatment alone has affected the dependent
variable.

Instrumentation. This threat is related to reli-
ability. It occurs when the instrument or depen-
dent variable measure changes during the
experiment. For example, in a weight-loss ex-
periment, the springs on the scale weaken during
the experiment, giving lower readings in the
posttest. Another example might have occurred
in an experiment by Bond and Anderson (1987)
on the reluctance to transmit bad news. The ex-
perimenters asked subjects to tell another per-
son the results of an intelligence test and varied
the test results to be either well above or well be-
low average. The dependent variable was the
length of time it took to tell the test taker the re-
sults. Some subjects were told that the session
was being videotaped. During the experiment,
the video equipment failed to work for one sub-
ject. If it had failed to work for more than one
subject or had worked for only part of the ses-
sion, the experiment would have had instru-
mentation problems. By the way, subjects took
longer to deliver bad news only if they thought
they were doing so publicly—that is, being
videotaped.)

Mortality. Mortality, or attrition, arises when
some subjects do not continue throughout the
experiment. Although the word mortality means
death, it does not necessarily mean that subjects
have died. If a subset of subjects leaves partway
through an experiment, a researcher cannot
know whether the results would have been dif-
ferent had the subjects stayed. For example, a re-
searcher begins a weight-loss program with 50
subjects. At the end of the program, 30 remain,
each of whom lost 5 pounds with no side effects.
The 20 who left could have differed from the 30
who stayed, changing the results. Maybe the
program was effective for those who left, and
they withdrew after losing 25 pounds. Or per-
haps the program made subjects sick and forced
them to quit. Researchers should notice and re-
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port the number of subjects in each group dur-
ing pretests and posttests to detect this threat to
internal validity.

Statistical Regression. Statistical regression is
not easy to grasp intuitively. It is a problem of
extreme values or a tendency for random errors
to move group results toward the average. It can
occur in two ways.

One situation arises when subjects are un-
usual with regard to the dependent variable. Be-
cause they begin as unusual or extreme, subjects
are unlikely to respond further in the same di-
rection. For example, a researcher wants to see
whether violent films make people act violently.
He or she chooses a group of violent criminals
from a high-security prison, gives them a pretest,
shows violent films, then administers a posttest.
To the researcher’s shock, the prisoners are
slightly less violent after the film, whereas a con-
trol group of prisoners who did not see the film
are slightly more violent than before. Because
the violent criminals began at an extreme, it is
unlikely that a treatment could make them more
violent; by random chance alone, they appear
less extreme when measured a second time.?

A second situation involves a problem with
the measurement instrument. If many research
participants score very high (at the ceiling) or
very low (at the floor) on a variable, random
chance alone will produce a change between the
pretest and the posttest. For example, a re-
searcher gives 80 subjects a test, and 75 get per-
fect scores. He or she then gives a treatment to
raise scores. Because so many subjects already
had perfect scores, random errors will reduce the
group average because those who got perfect
scores can randomly move in only one direc-
tion—to get some answers wrong. An examina-
tion of scores on pretests will help researchers
detect this threat to internal validity.

Diffusion of Treatment or Contamination.
Diffusion of treatment is the threat that research
participants in different groups will communi-
cate with each other and learn about the other’s
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treatment. Researchers avoid it by isolating
groups or having subjects promise not to reveal
anything to others who will become subjects.
For example, subjects participate in a day-long
experiment on a new way to memorize words.
During a break, treatment-group subjects tell
those in the control group about the new way to
memorize, which control-group subjects then
use. A researcher needs outside information,
such as postexperiment interviews, with subjects
to detect this threat.

Experimenter Expectancy. Although it is not
always considered a traditional internal validity
problem, the experimenter’s behavior, too, can
threaten causal logic. A researcher may threaten
internal validity, not by purposefully unethical
behavior but by indirectly communicating
experimenter expectancy to subjects. Researchers
may be highly committed to the hypothesis and
indirectly communicate desired findings to the
subjects. For example, a researcher studies the
effects of memorization training on student
learning ability, and also sees the grade tran-
scripts of subjects. The researcher believes that
students with higher grades tend to do better at
the training and will learn more. Through eye
contact, tone of voice, pauses, and other nonver-
bal communication, the researcher uncon-
sciously trains the students with higher grades
more intensely; the researcher’s nonverbal be-
havior is the opposite for students with lower
grades.

Here is a way to detect experimenter ex-
pectancy. A researcher hires assistants and
teaches them experimental techniques. The as-
sistants train subjects and test their learning abil-
ity. The researcher gives the assistants fake
transcripts and records showing that subjects in
one group are honor students and the others are
failing, although in fact the subjects are identical.
Experimenter expectancy is present if the fake
honor students, as a group, do much better than
the fake failing students.

The double-blind experiment is designed to
control researcher expectancy. In it, people who
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have direct contact with subjects do not know
the details of the hypothesis or the treatment. It
is double blind because both the subjects and
those in contact with them are blind to details of
the experiment (see Figure 8.3). For example, a
researcher wants to see if a new drug is effective.
Using pills of three colors—green, yellow, and
pink—the researcher puts the new drug in the
yellow pill, puts an old drug in the pink one, and
makes the green pill a placebo—a false treatment
that appears to be real (e.g., a sugar pill without
any physical effects). Assistants who give the pills
and record the effects do not know which color
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contains the new drug. Only another person
who does not deal with subjects directly knows
which colored pill contains the drug and it is he
or she who examines the results.

External Validity and Field
Experiments

Even if an experimenter eliminates all concerns
about internal validity, external validity remains
a potential problem. External validity is the abil-
ity to generalize experimental findings to events
and settings outside the experiment itself. If a

FIGURE 8.3

Double-Blind Experiments: An lllustration of Single-Blind, or Ordinary,
and Double-Blind Experiments
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study lacks external validity, its findings hold
true only in experiments, making them useless
to both basic and applied science.

Reactivity. Research participants might react
differently in an experiment than they would in
real life because they know they are in a study;
this is called reactivity. The Hawthorne effect is a
specific kind of reactivity.* The name comes
from a series of experiments by Elton Mayo at
the Hawthorne, Illinois, plant of Westinghouse
Electric during the 1920s and 1930s. Researchers
modified many aspects of working conditions
(e.g., lighting, time for breaks, etc.) and mea-
sured productivity. They discovered that pro-
ductivity rose after each modification, no matter
what it was. This curious result occurred because
the workers did not respond to the treatment
but to the additional attention they received
from being part of the experiment and knowing
that they were being watched. Later research
questioned whether this occurred, but the name
is used for an effect from the attention of re-
searchers. A related effect is the effect of some-
thing new, which may wear off over time.

Field Experiments. So far, this chapter has fo-
cused on experiments conducted under the con-
trolled conditions of a laboratory. Experiments
are also conducted in real-life or field settings
where a researcher has less control over the ex-
perimental conditions. The amount of control
varies on a continuum. At one end is the highly
controlled laboratory experiment, which takes
place in a specialized setting or laboratory; at the
opposite end is the field experiment, which takes
place in the “field”—in natural settings such as a
subway car, a liquor store, or a public sidewalk.
Subjects in field experiments are usually un-
aware that they are involved in an experiment
and react in a natural way. For example, re-
searchers have had a confederate fake a heart at-
tack on a subway car to see how the bystanders
react.”

Dasgupta and Asgari (2004) tested the hy-
pothesis that stereotypical beliefs weaken when a
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person encounters people who contradict the
stereotype, especially if the others are respected.
They used both a laboratory experiment (with a
two-group, posttest-only design) and a field ex-
periment. Past studies focused on out-group
stereotypes, but the authors wanted to examine
the hypothesis for an in-group, women. In the
laboratory experiment, experimenters randomly
assigned female subjects to view either (1) a set
photographs and biographies of 16 famous
women leaders or (2) photos and descriptions of
16 flowers. The experimenters used deception
and told subjects the study was about testing
memory. The dependent variable was attitudes
and beliefs about women and was measured
with a Implicit Association Test (IAT). The re-
sults showed that subjects associated gendered
first names (e.g., John vs. Emily) with leadership
or follower traits (e.g., assertive and sympa-
thetic). A high IAT score indicated that a sub-
ject viewed women more than men as having
leadership more than supportive traits. The re-
searchers also used a scale on beliefs about
women. They found support for the hypothesis
that exposure to famous women in leadership
positions increased IAT scores, compared to ex-
posure to neutral information about flowers.
The field experiment had a pretest and a posttest
but no random assignment. Subjects were fe-
males who attended two colleges in the same
town. One was a coeducational college and the
other had all female students. Subjects were re-
cruited from first-year classes at the beginning
of the academic year and completed the TAT
measure, the beliefs about women scale, and a
general campus questionnaire. The experi-
menters documented that the all-female college
had more females in administrative and faculty
leadership positions. Pretest IAT scores were
very similar, with subjects from coeducational
college having slightly lower scores. This helped
the experimenters to check for possible selection
bias. Subjects were contacted one year later and
asked to complete the same measures as pre-
sented in the posttest. Experimenters watched
very carefully for experimental mortality since
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some students stopped attending college or did
not complete later surveys. The IAT scores for
subjects at the coeducational college declined
(i.e., they were less likely to see females as having
leadership traits), whereas the IAT scores for
subjects at the all-female college greatly in-
creased. In addition, the experimenters found
that the more female teachers a student had at
either college, the higher the posttest IAT scores,
and this was especially the case for math and sci-
ences courses. Thus, exposure to women in lead-
ership positions caused the IAT scores to
increase, whereas the absence of such exposure,
if anything, lowered the scores.

Von Larr and colleagues (2005) used a field
experiment to test the well-known contact hy-
pothesis that says intergroup contact reduces
racial-ethnic prejudice as people replace their
stereotypes with personal experience, although
this happens so long as the contact involves peo-
ple of equal status pursuing common goals in a
cooperative setting and is approved by authori-
ties. In addition, informal contact in which peo-
ple get to know about out-group members as
acquaintances also reduces out-group prejudice.
The experiment took place at UCLA, where the
student body is very racially and ethnically di-
verse. Unless they preselect a roommate, incom-
ing students are randomly assigned roommates.
About 20 percent of students choose a room-
mate and the rest are randomly assigned. The
authors measured student background and atti-
tudes among nearly 3,800 new incoming stu-
dents using a panel design across five time
periods—before college entry (summer 1996)
and during the spring of each of the next four
years (1997-2000) with surveys (20-minute tele-
phone interviews). The dependent variable was
the students’ racial-ethnic attitudes and in-
cluded questions about roommates, other
friends, interracial dating, multiculturalism,
symbolic racism, and feelings about various
racial-ethnic groups. These were the experi-
ment’s pretest and multiple posttest measures.
Experimenters watched very carefully for exper-

imental mortality, since some students stopped
attending college, left college dormitories, or did
not complete the later surveys. They tested the
hypotheses that students who were randomly as-
signed to live with an out-group member (the
independent variable) developed less prejudicial
attitudes toward members of that out-group.
They found that compared to pretest measures,
prejudicial attitudes declined as predicted by the
contact hypothesis with one exception. Appar-
ently having an Asian American roommate
worked in the opposite way and actually in-
creased prejudice, especially among the White
students.

Experimenter control relates to internal and
external validity. Laboratory experiments tend
to have greater internal validity but lower exter-
nal validity; that is, they are logically tighter and
better controlled, but less generalizable. Field ex-
periments tend to have greater external validity
but lower internal validity; that is, they are more
generalizable but less controlled. Quasi-experi-
mental designs are common in field experi-
ments. Table 8.3 summarizes threats to internal
and external validity.

TABLE 8.3 Major Internal and External
Validity Concerns
Exterrla_l Va_]id__ity
Internal Validity and Reactivity

Selection bias Hawthorne effect
History effect

Maturation

Testing

Instrumentation

Experimental mortality

Statistical regression

Diffusion of treatment

Experimenter expectancy
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PRACTICAL CONSIDERATIONS

Every research technique has informal tricks of
the trade. These are pragmatic, commonsense
ideas that account for the difference between the
successful research projects of an experienced
researcher and the difficulties a novice re-
searcher faces. Three are discussed here.

Planning and Pilot-Tests

All social research requires planning, and most
quantitative researchers use pilot-tests. During
the planning phase of experimental research, a
researcher thinks of alternative explanations or
threats to internal validity and how to avoid
them. The researcher also develops a neat and
well-organized system for recording data. In ad-
dition, he or she devotes serious effort to pilot-
testing any apparatus (e.g., computers, video
cameras, tape recorders, etc.) that will be used in
the treatment situation, and he or she must train
and pilot-test confederates. After the pilot-tests,
the researcher should interview the pilot subjects
to uncover aspects of the experiment that need
refinement.

Instructions to Subjects

Most experiments involve giving instructions to
subjects to set the stage. A researcher should
word instructions carefully and follow a pre-
pared script so that all subjects hear the same
thing. This ensures reliability. The instructions
are also important in creating a realistic cover
story when deception is used.

Postexperiment Interview

At the end of an experiment, the researcher
should interview subjects, for three reasons.
First, if deception was used, the researcher needs
to debrief the research participants, telling them
the true purpose of the experiment and answer-
ing questions. Second, he or she can learn what
the subjects thought and how their definitions

of the situation affected their behavior. Finally,
he or she can explain the importance of not re-
vealing the true nature of the experiment to
other potential participants.

RESULTS OF EXPERIMENTAL
RESEARCH: MAKING
COMPARISONS

Comparison is the key to all research. By care-
fully examining the results of experimental re-
search, a researcher can learn a great deal about
threats to internal validity, and whether the
treatment has an impact on the dependent vari-
able. For example, in the Bond and Anderson
(1987) experiment on delivering bad news, dis-
cussed earlier, it took an average of 89.6 and 73.1
seconds to deliver favorable versus 72.5 or 147.2
seconds to deliver unfavorable test scores in pri-
vate or public settings, respectively. A compari-
son shows that delivering bad news in public
takes the longest, whereas good news takes a bit
longer in private.

A more complex illustration of such com-
parisons is shown in Figure 8.4 on the results of
a series of five weight-loss experiments using the
classical experimental design. In the example,
the 30 research participants in the experimental
group at Enrique’s Slim Clinic lost an average of
50 pounds, whereas the 30 in the control group
did not lose a single pound. Only one person
dropped out during the experiment. Susan’s
Scientific Diet Plan had equally dramatic results,
but 11 people in her experimental group dropped
out. This suggests a problem with experimental
mortality. People in the experimental group at
Carl’s Calorie Counters lost 8 pounds, com-
pared to 2 pounds for the control group, but the
control group and the experimental group be-
gan with an average of 31 pounds difference in
weight. This suggests a problem with selection
bias. Natalie’s Nutrition Center had no experi-
mental mortality or selection bias problems, but
those in the experimental group lost no more
weight than those in the control group. It ap-
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FIGURE 8.4
Experiments

Comparisons of Results, Classical Experimental Design, Weight-Loss

Enrique’s

Slim Clinic
Pretest Posttest
Experimental 190 (30) 140 (29)
Control group 189 (30) 189 (30)

Susan’s Scientific

Diet Plan
Pretest Posttest
Experimental 190 (30) 141 (19)
Control group 189 (30) 189 (28)

Carl's Calorie

Counters
Pretest Posttest
Experimental 160 (30) 152 (29)
Control group 191 (29) 189 (29)

Natalie’s
Nutrition Center
Pretest Posttest
Experimental 190 (30) 188 (29)
Control group 192 (29) 190 (28)
Pauline's
Pounds Off
Pretest Posttest
Experimental 190 (30) 158 (30)
Control group 191 (29) 159 (28)

pears that the treatment was not effective.
Pauline’s Pounds Off also avoided selection bias
and experimental mortality problems. People in
her experimental group lost 32 pounds, but so
did those in the control group. This suggests that

Box

8.2

Occasionally, a “natural” experiment is possible due
to public policy changes or a government interven-
tion, and researchers are able to measure, partici-
pate, and learn from it and conduct a field experiment
with high external validity. This occurred in New Or-
leans, Lousiana. Until the mid-1990s, laws on selling
liquor to underage customers were barely enforced
in New Orleans. If caught, the offending liquor re-
tailer met privately with the liquor commission and
paid a small fine. Enforcing liquor laws was low prior-
ity for state and local government, so only three en-
forcement officers monitored 5,000 alcohol outlets

the maturation, history, or diffusion of treat-
ment effects may have occurred. Thus, the treat-
ment at Enrique’s Slim Clinic appears to be the
most effective one. See Box 8.2 for a practical ap-
plication of comparing experimental results.

A “Natural” Field Experiment on Law Compliance in New Orfeans

in the New Orleans area. When public officials
planned to shift enforcement priorities, Scribner and
Cohen (2007) examined its impact. They had sev-
eral people who clearly looked under 18 years old
attempt to purchase alcoholic beverages illegally
(the law required being at least 21 years of age) at
143 randomly selected liquor outlets between No-
vember 1995 and January 1996 (Time 0). The per-
centage who could buy liquor illegally was the pretest
measure. After assessing the rate of illegal sales, the
dependent variable, the police issued citations to 51
of the sales outlets, the primary independent variable
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BOX

8.2

or treatment. About the same time, government offi-
cials initiated a media campaign urging better law
compliance. There were two posttest measures, first in

Continued

March to April 1996 (Time 1) and again in Novem-
ber 1996 to January 1997 (Time 2), during which
the experimenters checked the 143 outlets.

DEPENDENT VARIABLE: PERCENTAGE WHO OBEY THE LAW

Pretest Media Posttest 1 Posttest 2 No. of Retail
(Time 0) Campaign (Time 1) (Time 2) Liquor Outlets
|
Experimental (citation) 6.7% | 51% 29% 45
Control (no citation) 13.3% | 35% 17% 98
Total 11.1% I 40% 21% 143

The results allow us to compare rates of illegal
selling activity before and after citations plus media
campaign (pretest and posttest measures) and to
compare outlets that received citations (experimental
group) with those that did not receive citations and
only had media exposure (control group). We see that
the citations and campaign did not stop the illegal
activity, but it had some effect. The impact was
greater on outlets that experienced direct punish-
ment. In addition, by adding a later follow-up (Time
2), we see how the law-enforcement impact slowly
decayed over time. As frequently happens in a nat-
ural experiment, internal validity is threatened: First,
the pretest measure shows a difference in the two
sets of outlets, with outlets that received the treat-
ment showing higher rates of illegal behavior; this is
potential selection bias. Second, the media campaign
occurred for all outlets, so the treatment is really a ci-
tation plus the media campaign. The authors noted
that they had intended to compare the New Orleans
area with another area with neither the media nor

the citation campaign, but were unable to do so.
Since outlets that did not receive the treatment (i.e.,
a citation for law violation) probably learned about it
from others in the same business, a form of diffusion
of the treatment could be operating. Third, the re-
searchers report that they began with 155 outlets,
but studied only 143 because 12 outlets went out
of business during the study. The authors noted that
none of the outlets that stopped selling alcohol
closed due to new law enforcement, but if those out-
lets that received citations had more problems and
were more likely to go out of business, it suggests
experimental mortality. The experimenters did not
mention any external events in New Orleans that
happened during the time of the study (e.g., a publi-
cized event such as underage drinker dying of alcohol
poisoning from overdrinking). Researchers need to
be aware of potential external events when a study
continues for a long time and consider possible
history effects.

A WORD ON ETHICS

Ethical considerations are a significant issue in
experimental research because experimental re-
search is intrusive (i.e., it interferes). Treatments

may involve placing people in contrived social
settings and manipulating their feelings or
behaviors. Dependent variables may be what
subjects say or do. The amount and type of in-
trusion is limited by ethical standards. Re-
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searchers must be very careful if they place re-
search participants in physical danger or in em-
barrassing or anxiety-inducing situations. They
must painstakingly monitor events and control
what occurs.

Deception is common in social experi-
ments, but it involves misleading or lying to
subjects. Such dishonesty is not condoned un-
conditionally and is acceptable only as the
means to achieve a goal that cannot be achieved
otherwise. Even for a worthy goal, deception can
be used only with restrictions. The amount and
type of deception should not go beyond what is
minimally necessary, and research participants
should be debriefed.

CONCLUSION

In this chapter, you learned about random as-
signment and the methods of experimental re-
search. Random assignment is an effective way
to create two {or more) groups that can be
treated as equivalent and hence compared. In
general, experimental research provides precise
and relatively unambiguous evidence for a
causal relationship. It follows the positivist ap-
proach, produces quantitative results that can be
analyzed with statistics, and is often used in eval-
uation research (see Box 8.2).

This chapter also examined the parts of an
experiment and how they can be combined to
produce different experimental designs. In addi-
tion to the classical experimental design, you
learned about preexperimental and quasi-exper-
imental designs. You also learned how to express
them using design notation.

You learned that internal validity—the in-
ternal logical rigor of an experiment—is a key
idea in experimental research. Threats to inter-
nal validity are possible alternative explanations
to the treatment. You also learned about exter-
nal validity and how field experiments maximize
external validity.

The real strength of experimental research is
its control and logical rigor in establishing evi-

dence for causality. In general, experiments tend
to be easier to replicate, less expensive, and less
time consuming than the other techniques. Ex-
perimental research also has limitations. First,
some questions cannot be addressed using ex-
perimental methods because control and exper-
imental manipulation are impossible. Another
limitation is that experiments usually test one or
a few hypotheses at a time. This fragments
knowledge and makes it necessary to synthesize
results across many research reports. External
validity is another potential problem because
many experiments rely on small nonrandom
samples of college students.®

You learned how a careful examination and
comparison of results can alert you to potential
problems in research design. Finally, you saw
some practical and ethical considerations in ex-
periments.

In the next chapters, you will examiné other
research techniques. The logic of the nonexperi-
mental methods differs from that of the experi-
ment. Experimenters focus narrowly on a few
hypotheses. They usually have one or two inde-
pendent variables, a single dependent variable, a
few small groups of subjects, and an indepen-
dent variable that the researcher induces. By
contrast, other social researchers test many
hypotheses at once. For example, survey re-
searchers measure a large number of indepen-
dent and dependent variables and use a larger
number of randomly sampled subjects. Their in-
dependent variables are usually preexisting con-
ditions in research participants.

Key Terms

classical experimental design
control group

debrief

deception

demand characteristics
design notation

diffusion of treatment
double-blind experiment
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equivalent time series static group comparison

experimental design treatment

experimental group

factorial design

field experiment Endnotes

Hawthorne effect

history effects . Por additional discussions of threats to internal

interaction effect
interrupted time series
laboratory experiment
Latin square design
maturation

mortality

one-shot case study
placebo

posttest

preexperimental designs

pretest

quasi-experimental designs

random assignment
reactivity
selection bias

Solomon four-group design

validity, see Cook and Campbell (1979:51-68),
Kercher (1992), Smith and Glass (1987), Spector
(1981:24-27), and Suls and Rosnow (1988).

. This example is borrowed from Mitchell and Jol-

ley (1988:97).

. Experimenter expectancy is discussed in Aronson

and Carlsmith (1968:66-70), Dooley (1984:151-
153), and Mitchell and Jolley (1988:327-329).

. The Hawthorne effect is described in Roethlis-

berger and Dickenson (1939), Franke and Kaul
(1978), and Lang (1992). Also see the discussion
in Cook and Campbell (1979:123-125) and Doo-
ley (1984:155-156). Gillespie (1988, 1991) dis-
cussed the political context of the experiments.

. See Piliavin and associates (1969).
6. See Graham (1992) and Sears {(1986).
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INTRODUCTION

Experiments and survey research are both
reactive; that is, the people being studied are
aware of that fact. The techniques in this chapter
address a limitation of reactive measures. You
will learn about four research techniques that are
nonreactive; that is, the people being studied are
not aware that they are part of a research project.
Nonreactive techniques are largely based on pos-
itivist principles but are also used by interpretive
and critical researchers.

The first technique we will consider is less a
distinct technique than a loose collection of in-
ventive nonreactive measures. It is followed by
content analysis, which builds on the fundamen-
tals of quantitative research design and is a well-
developed research technique. Existing statistics
and secondary analysis, the last two techniques,
refer to the collection of already existing infor-
mation from government documents or previ-
ous surveys. Researchers examine the existing
data in new ways to address new questions. Al-
though the data may have been reactive when
first collected, a researcher can address new
questions without reactive effects.

NONREACTIVE MEASUREMENT
The Logic of Nonreactive Research

Nonreactive measurement begins when a re-
searcher notices something that indicates a vari-
able of interest. The critical thing about
nonreactive or unobtrusive measures (i.e., mea-
sures that are not obtrusive or intrusive) is that
the people being studied are not aware of it but
leave evidence of their social behavior or actions
“naturally.” The observant researcher infers
from the evidence to behavior or attitudes with-
out disrupting the people being studied. Unno-
ticed observation is also a type of nonreactive
measure. For example, McKelvie and Schamer
(1988) unobtrusively observed whether drivers
stopped at stop signs. They made observations
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during both daytime and nighttime. Observers
noted whether the driver was male or female;
whether the driver was alone or with passengers;
whether other traffic was present; and whether
the car came to a complete stop, a slow stop, or
no stop. Later, we will contrast this type of ob-
servation to a slightly different type used in field
research.

Varieties of Nonreactive or
Unobtrusive Observation

Nonreactive measures are varied, and re-
searchers have been creative in inventing indi-
rect ways to measure social behavior (see Box
9.1). Because the measures have little in com-
mon except being nonreactive, they are best
learned through examples. Some are erosion
measures, where selective wear is used as a mea-
sure, and some are accretion measures, where the
measures are deposits of something left behind.!

Researchers have examined family portraits
in different historical eras to see how gender re-
lations within the family are reflected in seating
patterns. Urban anthropologists have examined
the contents of garbage dumps to learn about
life-styles from what is thrown away (e.g., liquor
bottles indicate level of alcohol consumption).
Based on garbage, people underreport their

Box

9.1

Foster and colleagues (1998) examined the tomb-
stones in 10 cemeteries in an area of lllinois for the
period from 1830 to 1989. They retrieved data on
birth and death dates and gender from over 2,000
of the 2,028 burials. The researchers learned the
area differed from some national trends. They found
that conceptions had two peaks (spring and winter),
females aged 10 to 64 had a higher death rate than
males, and younger people died in late summer but
older people in late winter.

Finding Data on Tombstones

— -
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liquor consumption by 40 to 60 percent (Rathje
and Murphy, 1992:71). Researchers have studied
the listening habits of drivers by checking what
stations their radios are tuned to when cars are
repaired. They have measured interest in differ-
ent exhibits by noting worn tiles on the floor in
different parts of a museum. They have studied
differences in graffiti in male versus female high
school restrooms to show gender differences in
themes. Some have examined high school year-
books to compare the high school activities of

Box

9.2

Physical Traces

Erosion:  Wear suggests greater use.

Example: A researcher examines children’s toys at a
day care that were purchased at the same time.
Worn-out toys suggest greater interest by the chil-
dren.

Accretion:  Accumulation of physical evidence sug-
gests behavior.
Example: A researcher examines the brands of alu-

minum beverage cans in trash or recycling bins in
male and female dormitories. This indicates the
brands and types of beverages favored by each sex.

Archives

Running Records:  Regularly produced public
records may reveal much.

Example: A researcher examines marriage records
for the bride and groom’s ages. Regional differences
suggest that the preference for males marrying
younger females is greater in certain areas of the
country.

Other Records:
veal a lot.

Irregular or private records can re-

Examples of Nonreactive Measures
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those who had psychological problems in latter
life versus those who did not. (Also see Box 9.2.)

Recording and Documentation

Creating nonreactive measures follows the logic
of quantitative measurement. A researcher first
conceptualizes a construct, then links the con-
struct to nonreactive empirical evidence, which
is its measure. The operational definition of the
variable includes how the researcher systemati-
cally notes and records observations.

Example: A researcher finds the number of reams of
paper purchased by a college dean'’s office for 10 years
when student enrollment was stable. A sizable increase
suggests that bureaucratic paperwork has increased.

Observation

External Appearance:  How people appear may indi-
cate social factors.

Example: A researcher watches students to see

whether they are more likely to wear their school’s
colors and symbols after the school team won or lost.

Count Behaviors:  Counting how many people do
something can be informative.

Example: A researcher counts the number of men
and women who come to a full stop and those who
come to a rolling stop at a stop sign. This suggests
gender difference in driving behavior.

Time Duration:  How long people take to do things
may indicate their attention.

Example: A researcher measures how long men and
women pause in front of the painting of a nude man
and in front of a painting of a nude woman. Time may
indicate embarrassment or interest in same or cross-
sex nudity by each sex.
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Because nonreactive measures indicate a
construct indirectly, the researcher needs to rule
out reasons for the observation other than the
construct of interest. For example, a researcher
wants to measure customer walking traffic in a
store. The researcher’s measure is dirt and wear
on floor tiles. He or she first clarifies what the
customer traffic means (e.g., Is the floor a path
to another department? Does it indicate a good
location for a visual display?) Next, he or she sys-
tematically measures dirt or wear on the tiles,
compares it to that in other locations, and
records results on a regular basis (e.g., every
month). Finally, the researcher rules out other
reasons for the observations (e.g., the floor tile is
of lower quality and wears faster, or the location
is near an outside entrance).

CONTENT ANALYSIS
What Is Content Analysis?

Content analysis is a technique for gathering and
analyzing the content of text. The content refers
to words, meanings, pictures, symbols, ideas,
themes, or any message that can be communi-
cated. The text is anything written, visual, or
spoken that serves as a medium for communica-
tion. It includes books, newspaper and magazine
articles, advertisements, speeches, official docu-
ments, films and videotapes, musical lyrics, pho-
tographs, articles of clothing, and works of art.
The content analysis researcher uses objec-
tive and systematic counting and recording pro-
cedures to produce a quantitative description of
the symbolic content in a text.? There are also
qualitative or interpretive versions of content
analysis, but in this chapter the empbhasis is on
quantitative data about a text’s content.
Content analysis is nonreactive because the
process of placing words, messages, or symbols
in a text to communicate to a reader or receiver
occurs without influence from the researcher
who analyzes its content. For example, I, as au-
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thor of this book, wrote words and drew dia-
grams to communicate research methods con-
tent to you, the student. The way the book was
written and the way you read it are without any
knowledge or intention of its ever being content
analyzed.

Content analysis lets a researcher reveal the
content (i.e., messages, meanings, etc.) in a
source of communication (i.e., a book, article,
movie, etc.). It lets him or her probe into and
discover content in a different way from the or-
dinary way of reading a book or watching a tele-
vision program.

With content analysis, a researcher can
compare content across many texts and analyze
it with quantitative techniques (e.g., charts and
tables). In addition, he or she can reveal aspects
of the text’s content that are difficult to see. For
example, you might watch television commer-
cials and feel that non-Whites rarely appear in
commercials for expensive consumer goods
(e.g., luxury cars, furs, jewelry, perfume, etc.).
Content analysis can document—in objective,
quantitative terms—whether your vague feel-
ings based on unsystematic observation are
true. It yields repeatable, precise results about
the text.

Content analysis involves random sam-
pling, precise measurement, and operational de-
finitions for abstract constructs. Coding turns
aspects of content that represent variables into
numbers. After a content analysis researcher
gathers the data, he or she analyzes them with
statistics in the same way that an experimenter
or survey researcher would.

Topics Appropriate for
Content Analysis

Researchers have used content analysis for many
purposes: to study themes in popular songs and
religious symbols in hymns, trends in the topics
that newspapers cover and the ideological tone
of newspaper editorials, sex-role stereotypes in
textbooks or feature films, how often people of
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different races appear in television commercials
and programs, answers to open-ended survey
questions, enemy propaganda during wartime,
the covers of popular magazines, personality
characteristics from suicide notes, themes in ad-
vertising messages, gender differences in conver-
sations, and so on.

Generalizations that researchers make on
the basis of content analysis are limited to the
cultural communication itself. Content analysis
cannot determine the truthfulness of an asser-
tion or evaluate the aesthetic qualities of litera-
ture. It reveals the content in text but cannot
interpret the content’s significance. Researchers
should examine the text directly.

Content analysis is useful for three types of
research problems. First, it is helpful for prob-
lems involving a large volume of text. A re-
searcher can measure large amounts of text (e.g.,
years of newspaper articles) with sampling and
multiple coders. Second, it is helpful when a
topic must be studied “at a distance.” For exam-
ple, content analysis can be used to study histor-
ical documents, the writings of someone who
has died, or broadcasts in a hostile foreign coun-
try. Finally, content analysis can reveal messages
in a text that are difticult to see with casual ob-
servation. The creator of the text or those who
read it may not be aware of all its themes, biases,
or characteristics. For example, authors of
preschool picture books may not consciously
intend to portray children in traditional stereo-
typed sex roles, but a high degree of sex stereo-
typing has been revealed through content
analysis.>

Measurement and Coding

General Issues. Careful measurement is cru-
cial in content analysis because a researcher
converts diffuse and murky symbolic communi-
cation into precise, objective, quantitative data.
He or she carefully designs and documents pro-
cedures for coding to make replication possible.
The researcher operationalizes constructs in
content analysis with a coding system. A coding
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systern is a set of instructions or rules on how to
systematically observe and record content from
text. A researcher tailors it to the specific type of
text or communication medium being studied
(e.g., television drama, novels, photos in maga-
zine advertisements, etc.). The coding system
also depends on the researcher’s unit of analysis,
For example, in the study by Lauzen and Dozier
(2005) on gender stereotypes in the most popu-
lar U.S. films in 2002 (discussed in Chapter 4),
the authors developed a coding system based on
prior studies of prime-time television shows and
film.

Units. The unit of analysis can vary a great deal
in content analysis. It can be a word, a phrase, a
theme, a plot, a newspaper article, a character,
and so forth. In addition to units of analysis, re-
searchers use other units in content analysis that
may or may not be the same as units of analysis:
recording units, context units, and enumeration
units. There are few differences among them, and
they are easily confused, but each has a distinct
role. In simple projects, all three are the same.

What Is Measured? Measurement in content
analysis uses structured observation: systematic,
careful observation based on written rules. The
rules explain how to categorize and classify ob-
servations. As with other measurement, cate-
gories should be mutually exclusive and
exhaustive. Written rules make replication pos-
sible and improve reliability. Although re-
searchers begin with preliminary coding rules,
they often conduct a pilot study and refine cod-
ing on the basis of it.

Coding systems identify four characteristics
of text content: frequency, direction; intensity,
and space. A researcher measures from one to all
four characteristics in a content analysis research
project.

Frequency. Frequency simply means counting
whether or not something occurs and, if it oc-
curs, how often. For example, how many elderly
people appear on a television program within a
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given week? What percentage of all characters
are they, or in what percentage of programs do
they appear?

Direction.  Direction is noting the direction of
messages in the content along some continuum
(e.g., positive or negative, supporting or op-
posed). For example, a researcher devises a list of
ways an elderly television character can act.
Some are positive (e.g., friendly, wise, consider-
ate) and some are negative (e.g., nasty, dull,

selfish).

Intensity. Intensity is the strength or power of a
message in a direction. For example, the charac-
teristic of forgetfulness can be minor (e.g., not
remembering to take your keys when leaving
home, taking time to recall the name of someone
you have not seen in years) or major (e.g., not
remembering your name, not recognizing your
children).

Space. A researcher can record the size of a text
message or the amount of space or volume allo-
cated to it. Space in written text is measured by
counting words, sentences, paragraphs, or space
on a page (e.g., square inches). For video or au-
dio text, space can be measured by the amount
of time allocated. For example, a TV character
may be present for a few seconds or continu-
ously in every scene of a two-hour program.

Coding, Validity, and Reliability

Manifest Coding. Coding the visible, surface
content in a text is called manifest coding. For ex-
ample, a researcher counts the number of times
a phrase or word (e.g., red) appears in written
text, or whethera specific action (e.g., a kiss) ap-
pears in a photograph or video scene. The cod-
ing system lists terms or actions that are then
located in text. A researcher can use a computer
program to search for words or phrases in text
and have a computer do the counting work. To
do this, he or she learns about the computer pro-
gram, develops a comprehensive list of relevant
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words or phrases, and puts the text into a form
that computers can read.*

Manifest coding is highly reliable because
the phrase or word either is or is not present.
Unfortunately, manifest coding does not take
the connotations of words or phrases into ac-
count. The same word can take on different
meanings depending on the context. The possi-
bility that there are multiple meanings of a word
limits the measurement validity of manifest
coding.

For example, I read a book with a red cover
that is a real red herring. Unfortunately, its pub-
lisher drowned in red ink because the editor
could not deal with the red tape that occurs when
a book is red hot. The book has a story about a
red fire truck that stops at red lights only after the
leaves turn red. There is also a group of Reds who
carry red flags to the little red schoolhouse. They
are opposed by red-blooded rednecks who eat red
meat and honor the red, white, and blue. The
main character is a red-nosed matador who fights
red foxes, not bulls, with his red cape. Red-lipped
little Red Riding Hood is also in the book. She
develops red eyes and becomes red-faced after
eating a lot of red peppers in the red light district.
She is given a red backside by her angry mother,
a redhead.

In the study of gender stereotypes in films in
2002, Lauzen and Dozier (2005) largely used
manifest coding. Coders coded each character in
a film as male or female, the estimated age of
each character in one of 7 categories, the occu-
pation of each character, and whether a charac-
ter was formally appointed to provide guidance
or direction in a group or informally emgered in
such a function.

Latent Coding. A researcher using latent cod-
ing (also called semantic analysis) looks for the
underlying, implicit meaning in the content of a
text. For example, a researcher reads an entire
paragraph and decides whether it contains erotic
themes or a romantic mood. The researcher’s
coding system has general rules to guide his or
her interpretation of the text and for determin-
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ing whether particular themes or moods are
present.,

Latent coding tends to be less reliable than
manifest coding. It depends on a coder’s knowl-
edge of language and social meaning.” Training,
practice, and written rules improve reliability,
but still it is difficult to consistently identify
themes, moods, and the like. Yet, the validity of
latent coding can exceed that of manifest coding
because people communicate meaning in many
implicit ways that depend on context, not just in
specific words.

A researcher can use both manifest and la-
tent coding. If the two approaches agree, the fi-
nal result is strengthened; if they disagree, the
researcher may want to reexamine the opera-
tional and theoretical definitions.

Intercoder Reliability. Content analysis often
involves coding information from a very large
number of units. A research project might in-
volve observing the content in dozens of books,
hundreds of hours of television programming,
or thousands of newspaper articles. In addition
to coding the information personally, a re-
searcher may hire assistants to help with the cod-
ing. He or she teaches coders the coding system
and trains them to fill out a recording sheet.
Coders should understand the variables, follow
the coding system, and ask about ambiguities. A
researcher records all decisions he or she makes
about how to treat a new specific coding situa-
tion after coding begins so that he or she can be
consistent.

A researcher who uses several coders must
always check for consistency across coders. He
or she does this by asking coders to code the
same text independently and then checking for
consistency across coders. The researcher mea-
sures intercoder reliability with a statistical coef-
ficient that tells the degree of consistency among
coders. The coefficient is always reported with
the results of content analysis research. There are
several intercoder reliability measures that range
from 0 to 1, with 1.0 signifying perfect agree-
ment among coders. An interreliability coeffi-
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cent of .80 or better is generally required, al-
though .70 may be acceptable for exploratory re-
search. When the coding process stretches over a
considerable time period (e.g., more than three
months), the researcher also checks reliability by
having each coder independently code samples
of text that were previously coded. He or she
then checks to see whether the coding is stable or
changing. For example, six hours of television
episodes are coded in April and coded again in
July without the coders looking at their original
coding decisions. Large deviations in coding ne-
cessitate retraining and coding the text a second
time.

In the study of the 100 most popular U.S.
films of 2002 by Lauzen and Dozier (2005), three
graduate students worked as coders. During an
initial training period they studied the coding
system and variable definitions. Next, the coders
practiced by coding independent of one another
several films that were not in the study then
comparing and discussing results. For coding of
study films, 10 percent of all films were double
coded to calculate intercoder reliability mea-
sures. Intercorder reliability measures were cal-
culated for each variable. For the gender of the
major character in the film it was .99, for occu-
pation of the chacters it was .91, and for the age
of characters it was .88.

Content Analysis with Visual Material. Using
content analysis to study visual “text,” such as
photographs, paintings, statues, buildings,
clothing, and videos and film, is difficult. It com-
municates messages or emotional content indi-
rectly through images, symbols, and metaphors.
Moreover, visual images often contain mixed
messages at multiple levels of meaning.

To conduct content analysis on visual text,
the researcher must “read” the meaning(s)
within visual text. He or she must interpret signs
and discover the meanings attached to symbolic
images. Such “reading” is not mechanical (i.e.,
image X always means G); it depends heavily on
the cultural context because the meaning of an
image is culture bound. For example, a red light
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does not inevitably mean “stop”; it means “stop”
onlyin cultures where people have given it that
meaning. People construct cultural meanings
that they attach to symbolic images, and the
meanings can change over time. Some meanings
are clearer and more firmly attached to symbols
and images than others.

Most people share a common meaning for
key symbols of the dominant culture, but some
people may read a symbol differently. For exam-
ple, one group of people may “read” a national
flag to mean patriotism, duty to nation, and
honor of tradition. For others, the same flag
evokes fear, and they read it to indicate govern-
ment oppression, abuse of power, and military
aggression. A researcher pursuing the content
analysis of images needs to be aware of divergent
readings of symbols for people in different
situations or who may have diverse beliefs and
experiences.

Sociopolitical groups may invent or con-
struct new symbols with attached meanings
(e.g., a pink triangle came to mean gay pride).
They may wrestle for control of the meaning of
major existing symbols. For example, some peo-
ple want to assign a Christian religious meaning
to the Christmas tree; others want it to represent
a celebration of tradition and family values with-
out specific religious content; others see its ori-
gins as an anti-Christian pagan symbol; and still
others want it to mean a festive holiday season
for commercial reasons. Because images have
symbolic content with complex, multilayer
meaning, researchers often combine qualitative
judgments about the images with quantitative
data in content analysis.

For example, Chavez (2001) conducted a
content analysis of the covers of major U.S. mag-
azines that dealt with the issue of immigration
into the United States. Looking at the covers of
10 magazines from the mid-1970s to the mid-
1990s, he classified the covers as having one of
three major messages: affirmative, alarmist, or
neutral or balanced. Beyond his classification
and identifying trends in messages, he noted
how the mix of people (i.e., race, gender, age,

and dress) in the photographs and the recurrent
use of major symbols, such as the Statute of Lib-
erty or the U.S. flag, communicated messages.

Chavez argued that magazine covers are a
site, or location, where cultural meaning is cre-
ated. Visual images on magazine covers have
multiple levels of meaning, and viewers con-
struct specific meanings as they read the image
and use their cultural knowledge. Collectively,
the covers convey a worldview and express mes-
sages about a nation and its people. For example,
a magazine cover that displayed the icon of the
Statute of Liberty as strong and full of compas-
sion (message: welcome immigrants) was altered
to have strong Asian facial features (message:
Asian immigrants distorted the national culture
and altered the nation’s racial make-up), or
holding a large stop sign (message: go away im-
migrants). Chavez (2001: 44) observed that “im-
ages on magazines both refer to, and in the
process, help to structure and construct contem-
porary ‘American’ identity.” (See Box 9.3 for an-
other content analysis example.)

How to Conduct Content Analysis
Research

Question Formulation. As in most research,
content analysis researchers begin with a re-
search question. When the question involves
variables that are messages or symbols, content
analysis may be appropriate. For example, |
want to study how newspapers cover a political
campaign. My construct “coverage” includes the
amount of coverage, the prominence of the cov-
erage, and whether the coverage favors one can-
didate over another. I could survey people about
what they think of the newspaper coverage, but a
better strategy is to examine the newspapers di-
rectly using content analysis.

Units of Analysis. A researcher decides on the
units of analysis (i.e., the amount of text that is
assigned a code). For example, for a political
campaign, each issue (or day) of a newspaper is
the unit of analysis.
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Two studies that examined race-ethnicity and ad-
vertising in the United States illustrate how content
analysis is conducted. Mastro and Stern (2003)
wanted to see whether television advertising repre-
sents major racial-ethnic groups proportionate to
their presence in U.S. society. They examined a one-
week random sample of prime-time television pro-
gramming for six U.S. television networks (ABC, CBS,
NBC, Fox, UPN, and WB) drawn from a three-week
period in February 2001. Prime time was Monday
through Saturday 8:00 p.m. to 11:00 pm. EST and
Sunday 7:00-11:00 p.m. Four undergraduate stu-
dents were trained as coders. They used two units of
analysis: a commercial (excluding local commercials,
political advertisements, and trailers for upcoming
programs) and the first three speaking characters in
a commercial. Variables included product type based
on a 30-product coding scheme, setting (e.g., work,
outdoors), relation to product (e.g., endorse, use,
neither or both), job authority, family status, social
authority, sexual gazing, and affective state (e.g,, cry,
show anger, laugh). Other variables included respect
shown for a character, character’s age, and affability
(friendly or hostile). The study coded 2,880 com-
mercials with 2,315 speaking characters, among
whom 2,290 had a race-ethnicity identified. Data
analysis found that African American characters were
most often shown advertising financial services (19
percent) or food (17 percent), Asians were associ-
ated with technology products (30 percent), and
Latinos were shown selling soap (40 percent). In
general, Whites were slightly overrepresented, Blacks
equally represented, but Asians, Latinos, and Native
Americans underrepresented. For example, Latinos
are 12 percent of the population but had 1 percent
of speaking parts, and were usually scantly clad
young people with noticeable accents. The authors
said that African Americans appear in commercials in
a way that approximates their proportion in the
United States, but other racial minorities are under-
represented or limited to specific products.

Advertising and Race-Ethnicity in America

In another study, Mastro and Atkin (2002) ex-
amined whether alcohol advertising to promote
brands and make drinking appear glamorous influ-
enced high school students who are too young to
drink legally. They looked at alcohol signs and bill-
boards in a Mexican-American Chicago neighbor-
hood. They first photographed all outdoor billboards
and signs concerning alcohol in the neighborhood
over a two-day period in March 1999. After a period
of coder training, two female graduate students con-
tent-analyzed the photographs, coding the following
variables: product type, product name, number of
human models, and the race, age, gender of each
model. More subjective-latent aspects of models
coded included attractiveness, sexiness, stylishness,
friendliness, and activity level. In addition, placement
of products and colors in the billboard were coded.
Coders also classified an overall theme of the bill-
board as romance, individuality, relaxation, sports,
adventure, or tradition. Next, a questionnaire was de-
veloped for students at a high school in the neigh-
borhood where 89 percent of the students were
Mexican American. Students in grades 10, 11, and
12 were asked to volunteer to complete the survey
across a three-day period and 123 completed it.
Questionnaire items asked about attention, expo-
sure, recall, and brand exposure to the outdoor signs
and billboards as well as drinking intention, approval
of underage drinking, and pro-drinking beliefs. Re-
sults showed that a student’s recall of billboard im-
ages did not affect his or her drinking attitudes.
However, brand exposure and accepting the themes
in the billboards were associated with greater ap-
proval of underage drinking. The general impact on
the students was present but not strong. The au-
thors suggested that the weak impact was because
there were few Mexican American models and the
models were older. Also, survey measures of family
beliefs suggested that the influence of the student’s
family and culture may have weakened the billboard’s
impact on pro-drinking attitudes.
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Sampling. Researchers often use random sam-
pling in content analysis. First, they define the
population and the sampling element. For ex-
ample, the population might be all words, all
sentences, all paragraphs, or all articles in certain
types of documents over a specified time period.
Likewise, it could include each conversation, sit-
uation, scene, or episode of certain types of tele-
vision programs over a specified time period.
For example, I want to know how women and
minorities are portrayed in U.S. weekly news-
magazines. My unit of analysis is the article. My
population includes all articles published in
Time, Newsweek, and U.S. News and World Re-
portbetween 1985 and 2005. I first verify that the
three magazines were published in those years
and define precisely what is meant by an “arti-
cle.” For instance, do film reviews count as arti-
cles? I's there a minimum size (two sentences) for
an article? Is a multipart article counted as one
or two articles?

Second, I examine the three magazines and
find that the average issue of each contains 45
articles and that the magazines are published 52
weeks per year. With a 20-year time frame, my
population contains over 140,000 articles (3 X
45 X 52 X 20 = 140,400). My sampling frame is
a list of all the articles. Next, I decide on the sam-
ple size and design. After looking at my budget
and time, I decide to limit the sample size to
1,400 articles. Thus, the sampling ratio is 1 per-
cent. I also choose a sampling design. I avoid sys-
tematic sampling because magazine issues are
published cyclically according to the calendar
(e.g., an interval of every 52nd issue results in the
same week each year). Because issues from each
magazine are important, I use stratified sam-
pling. I stratify by magazine, sampling 1,400/3 =
467 articles from each. I want to ensure that ar-
ticles represent each of the 20 years, so I also
stratify by year. This results in about 23 articles
per magazine per year.

Finally, I draw the random sample using a
random-number table to select 23 numbers for
the 23 sample articles for each magazine for each
year. I develop a sampling frame worksheet to

keep track of my sampling procedure. See Table
9.1 for a sampling frame worksheet in which
1,398 sample articles are randomly selected from
140,401 articles.

Variables and Constructing Coding Categories.
In my example, I am interested in the construct
of an African American or Hispanic American
woman portrayed in a significant leadership
role. I must define “significant leadership role”
in operational terms and express it as written
rules for classifying people named in an article.
For example, if an article discusses the achieve-
ments of someone who is now dead, does the
dead person have a significant role? What is a
significant role—a local Girl Scout leader or a
corporate president?

I must also determine the race and sex of
people named in the articles. What if the race
and sex are not evident in the text or accompa-
nying photographs? How do I decide on the per-
son’s race and sex?

Because I am interested in positive leader-
ship roles, my measure indicates whether the
role was positive or negative. I can do this with
either latent or manifest coding. With manifest
coding, I create a list of adjectives and phrases. If
someone in a sampled article is referred to with
one of the adjectives, then the direction is de-
cided. For example, the terms brilliant and top
performer are positive, whereas drug kingpin and
uninspired are negative. For latent coding, I cre-
ate rules to guide judgments. For example, I clas-
sify stories about a diplomat resolving a difficult
world crisis, a business executive unable to make
a firm profitable, or a lawyer winning a case into
positive or negative terms. (Relevant questions
for coding each article are in Box 9.4.)

In addition to written rules for coding deci-
sions, a content analysis researcher creates a
recording sheet (also called a coding form or tally
sheet) on which to record information (see Box
9.5). Each unit should have a separate recording
sheet. The sheets do not have to be pieces of pa-
per; they canbe 3" X 5" or4"" X 6"’ file cards,
or lines in a computer record or file. When a lot
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TABLE 9.1 Excerpt from Sampling Frame Worksheet
f.: Article S{ampled

Magazine  Issue Article Number  InSample?”  Article ID
Time January 1-7, 1985 pp. 2-3 000001 No
Time " p. 4, bottom 000002 No
Time p. 4, top 000003 Yes—1 0001
Time March 1-7, 2005 pp. 2-5 002101 Yes—10 0454
Time g p. 6, right 002102 No

column
Time " p. 6, left 002103 No

column
Time ! p.7 002104 No
Time December 24-31, 2005 pp. 4-5 002201 Yes—22 0467
Time " p. 5, bottom 002202 No
Time p. 5, top 002203 Yes—23 0468
Newsweek January 1-7,1985 pp. 1-2 010030 No
Newsweek ! p.3 010031 Yes—1 0469
U.S. News December 25-31, 2005 p. 62 140401 Yes—23 1389

““Yes” means the number was chosen from a random number table. The number after the dash is a count of the number of
articles selected for a year.

Box
9.4

1.

Study

Characteristics of the article. What is the maga-
zine? What is the date of the article? How large
is the article? What was its topic area? Where
did it appear in the issue? Were photographs
used?

. People in the article. How many people are named

in the article? Of these, how many are significant
in the article? What is the race and sex of each
person named?

Example of Latent Coding 'Qu.estions,_ Magazine Article Leadership Role

3. Leadership roles. For each significant person in

the article, which ones have leadership roles?
What is the field of leadership or profession of
the person?

. Positive or negative roles. For each leadership or

professional role, rate how positively or nega-
tively it is shown. For example, 5 = highly posi-
tive, 4 = positive, 3 = neutral, 2 = negative, 1 =
highly negative, O = ambiguous.
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Box

95 Example of Recording Sheet

Blank Example
Professor Neuman, Sociology Department Coder:

Minority/Majority Group Representation in Newsmagazines Project

ARTICLE #__ MAGAZINE: DATE.__ SIZE:____ col.in.

Total number of people named _____ Number of Photos
No. people with significant roles: _____ Article Topic:
Person____: Race:_ Gender:___ Leader?.___ Field?___ _ Rating:_____
Person___ : Race: Gender.___ leader?.___ Field?__ Rating:_____
Person___ : Race: Gender: Leader?:_ __ Field? Rating:_____
Person___ : Race:_ Gender:___ lLeader?.___ Field?_ Rating:
Person_;_: Race:_ Gender:__ Leader?:_ _ Field?_____ Rating:_
Person___: Race:_ Gender:_ leader?:_  Field?___ Rating:____
Person___ _: Race:_ Gender:__ lLeader?,__ Field?__ Rating:_____
Person_ __ : Racei__ _ Gender:___ lLeader?.__ Field?__ Rating:_____

Example of Completed Recording Sheet for One Article

Professor Neuman, Sociology Department Coder: Susan J.
Minority/Majority Group Representation in Newsmagazines Project
ARTICLE # 0454 MAGAZINE: Time DATE: March 1-7, 2005 SIZE: 14 col. in.

Total number of people named 5 Number of Photos O
No. people with significant roles: 4 Article Topic: Foreign Affairs
Person 1 : Race: White Gender:_M Leader?: _Y Field? Banking Rating: _5
Person 2 : Race: White Gender: _ M Leader?: N Field? Government _ Rating: NA
Person_3 : Race:Black GCender:_ F Leader?: _Y Field? Civil Rights Rating: _2
Person 4 : Race: White Gender: _F Leader?: _Y Field? Government _ Rating: 0O
Person :  Race: Gender: Leader?: Field? Rating:
Person : Race: Gender: Leader?: Field? Rating:
Person : Race: Gender: Leader?: Field? Rating:
Person : Race: Gender: Leader?: Field? Rating:

of information is recorded for each recording  utes to read and code an article. This does not

unit, more than one sheet of paper can be used.  include sampling or locating magazine articles.
When planning a project, researchers calculate ~ With approximately 1,400 articles, that is 350
the work required. For example, during my pi-  hours of coding, not counting time to verify the

lot-test, I find that it takes an average of 15 min-  accuracy of coding. Because 350 hours is about
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nine weeks of nonstop work at 40 hours a week,
I should consider hiring assistants as coders.

Each recording sheet has a place to record
the identification number of the unit and spaces
for information about each variable. I also put
identifying information about the research pro-
ject on the sheet in case I misplace it or it looks
similar to other sheets I have. Finally, if I use
multiple coders, the sheet reminds the coder to
check intercoder reliability and, if necessary,
makes it possible to recode information for in-
accurate coders. After completing all recording
sheets and checking for accuracy, I can begin
data analysis.

Inferences

The inferences a researcher can or cannot make
on the basis of results is critical in content analy-
sis. Content analysis describes what is in the text.
It cannot reveal the intentions of those who cre-
ated the text or the effects that messages in the
text have on those who receive them. For exam-
ple, content analysis shows that children’s books
contain sex stereotypes. That does not necessar-
ily mean that children’s beliefs or behaviors are
influenced by the stereotypes; such an inference
requires a separate research project on how chil-
dren’s perceptions develop.

EXISTING STATISTICS/
DOCUMENTS AND SECONDARY
ANALYSIS

Appropriate Topics

Many types of information about the social
world have been collected and are available to
the researcher. Some information is in the form
of statistical documents (books, reports, etc.)
that contain numerical information. Other in-
formation is in the form of published compila-
tions available in a library or on computerized
records. In either case, the researcher can search
through collections of information with a re-

search question and variables in mind, and then
reassemble the information in new ways to ad-
dress the research question.

It is difficult to specify topics that are appro-
priate for existing statistics research because they
are so varied. Any topic on which information
has been collected and is publicly available can
be studied. In fact, existing statistics projects
may not fit neatly into a deductive model of re-
search design. Rather, researchers creatively re-
organize the existing information into the
variables for a research question after first find-
ing what data are available.

Experiments are best for topics where the re-
searcher controls a situation and manipulates an
independent variable. Survey research is best for
topics where the researcher asks questions and
learns about reported attitudes or behavior. Con-
tent analysis is best for topics that involve the
content of messages in cultural communication.

Existing statistics research is best for topics
that involve information routinely collected by
large bureaucratic organizations. Public or pri-
vate organizations systematically gather many
types of information. Such information is gath-
ered for policy decisions or as a public service. It
is rarely collected for purposes directly related to
a specific research question. Thus, existing sta-
tistics research is appropriate when a researcher
wants to test hypotheses involving variables that
are also in official reports of social, economic,
and political conditions. These include descrip-
tions of organizations or the people in them. Of-
ten, such information is collected over long time
periods. For example, existing statistics can be
used by a researcher who wants to see whether
unemployment and crime rates are associated in
150 cities across a 20-year period.

Downey (2005) conducted an existing sta-
tistics study on racial inequality (Black/White)
and living near a toxic pollution site in Detroit.
He used census data on the population/housing
and manufacturing directories of manufactur-
ing facilities. He also identified highly polluting
industries and used the Environmental Protec-
tion Agency’s inventory of toxic chemicals. His
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unit of analysis was the census tract. Downey
tested competing models of environmental in-
equality: (1) racist siting policy: toxic sites were
placed in Black residential areas, (2) economic
inequality: low-income people who are dispro-
portionately Black move into areas near toxic
sites because they find low-cost housing there,
and (3) residential segregation: Whites move
into specific areas and keep out non-Whites. He
found greatest support for the residential segre-
gation model. Paradoxically, it meant that
Blacks were less likely than Whites to live close to
a toxic pollution site. This was because Whites
had obtained housing near the factories where
they worked and kept Blacks from moving in
but those factories were the major sources of
toxic pollution.

Social Indicators

During the 1960s, some social scientists, dissatis-
fied with the information available to decision
makers, spawned the “social indicators’ move-
ment” to develop indicators of social well-being,
Many hoped that information about social well-
being could be combined with widely used indi-
cators of economic performance (e.g., gross
national product) to better inform government
and other policymaking officials. Thus, re-
searchers wanted to measure the quality of social
life so that such information could influence
public policy.®

Today, there are many books, articles, and
reports on social indicators, and even a scholarly
journal, Social Indicators Research, devoted to
the creation and evaluation of social indicators.
The U.S. Census Bureau produced a report,
Social Indicators, and the United Nations has
many measures of social well-being in different
nations.

A social indicator is any measure of social
well-being used in policy. There are many spe-
cific indicators that are operationalizations of
well-being. For example, social indicators have
been developed for the following areas: popula-
tion, family, housing, social security and welfare,
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health and nutrition, public safety, education
and training, work, income, culture and leisure,
social mobility, and public participation.

A more specific example of a social indica-
tor is the FBI’s uniform crime index. It indicates
the amount of crime in U.S. society. Social indi-
cators can measure negative aspects of social life,
such as the infant mortality rate (the death rate
of infants during the first year of life) or alco-
holism, or they can indicate positive aspects,
such as job satisfaction or the percentage of
housing units with indoor plumbing. Social in-
dicators often involve implicit value judgments
(e.g., which crimes are serious or what consti-
tutes a good quality of life).

Locating Data

Locating Existing Statistics. 'The main sources
of existing statistics are government or interna-
tional agencies and private sources. An enot-
mous volume and variety of information exists.
If you plan to conduct existing statistics re-
search, it is wise to discuss your interests with an
information professional—in this case, a refer-
ence librarian, who can point you in the direc-
tion of possible sources.

Many existing documents are “free”—that
is, publicly available at libraries—but the time
and effort it takes to search for specific informa-
tion can be substantial. Researchers who con-
duct existing statistics research spend many
hours in libraries or on the Internet. After the
information is located, it is recorded on cards,
graphs, or recording sheets for later analysis. Of-
ten, it is already available in a format for com-
puters to read. For example, instead of recording
voting data from books, a researcher could use a
social science data archive at the University of
Michigan (to be discussed).

There are so many sources that only a small
sample of what is available is discussed here. The
single-most valuable source of statistical infor-
mation about the United States is the Statistical
Abstract of the United States, which has been
published annually (with a few exceptions) since
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1878. The Statistical Abstract is available in all
public libraries and on the Internet and can be
purchased from the U.S. Superintendent of
Documents. It is a selected compilation of the
many official reports and statistical tables pro-
duced by U.S. government agencies. It contains
statistical information from hundreds of more
detailed government reports. You may want to
examine more specific government documents.
(The detail of what is available in government
documents is mind boggling. For example, you
can learn that there were two African American
females over the age of 75 in Tucumcari City,
New Mexico, in 1980.)

The Statistical Abstract has over 1,400
charts, tables, and statistical lists from over 200
government and private agencies. It is hard to
grasp all that it contains until you skim through
the tables. A two-volume set summarizes similar
information across many years; it is called
Historical Statistics of the U.S.: Colonial Times to
1970.

Most governments publish similar statisti-
cal yearbooks. Australia’s Bureau of Statistics
produces Yearbook Australia, Statistics Canada
produces Canada Yearbook, New Zealand’s De-
partment of Statistics publishes New Zealand Of-
ficial Yearbook, and in the United Kingdom, the
Central Statistics Office publishes Annual Ab-
stract of Statistics.” Many nations publish books
with historical statistics, as well.

Locating government statistical documents
is an art in itself. Some publications exist solely to
assist the researcher. For example, the American
Statistics Index: A Comprehensive Guide and
Index to the Statistical Publications of the U.S.
Government and Statistics Sources: A Subject
Guide to Data on Industrial, Business, Social Edu-
cation, Financial and Other Topics for the U.S. and
Internationally are two helpful guides for the
United States.? The United Nations and interna-
tional agencies such as the World Bank have their
own publications with statistical information for
various countries (e.g,, literacy rates, percentage
of the labor force working in agriculture, birth
rates)—for example, the Demographic Yearbook,
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UNESCO Statistical Yearbook, and United Na-
tions Statistical Yearbook.

In addition to government statistical docu-
ments, there are dozens of other publications.
Many are produced for business purposes and
can be obtained only for a high cost. They in-
clude information on consumer spending, the
location of high-income neighborhoods, trends
in the economy, and the like.?

Over a dozen publications list characteris-
tics of businesses or their executives. These are
found in larger libraries. Three such publications
are as follows:

Dun and Bradstreet Principal Industrial Busi-
nesses is a guide to approximately 51,000
businesses in 135 countries with informa-
tion on sales, number of employees, officers,
and products.

Who Owns Whom comes in volumes for na-
tions or regions (e.g., North America, the
United Kingdom, Ireland, and Australia). It
lists parent companies, subsidiaries, and as-
sociated companies.

Standard and Poor’s Register of Corporations,
Directors and Executives lists about 37,000
U.S. and Canadian companies. It has infor-
mation on corporations, products, officers,
industries, and sales figures.

Many biographical sources list famous peo-
ple and provide background information on
them. These are useful when a researcher wants
to learn about the social background, career, or
other characteristics of famous individuals. The
publications are compiled by companies that
send out questionnaires to people identified as
“important” by some criteria. They are public
sources of information, but they depend on the
cooperation and accuracy of individuals who are
selected.

Politics has its own specialized publications.
There are two basic types. One has biographical
information on contemporary politicians. The
other type has information on voting, laws en-
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acted, and the like. Here are three examples of
political information publications for the United
States:

Almanac of American Politics is a biannual
publication that includes photographs and a
short biography of U.S. government offi-
cials. Committee appointments, voting
records, and similar information are pro-
vided for members of Congress and leaders
in the executive branch.

America Votes: A Handbook of Contempo-
rary American Election Statistics contains de-
tailed voting information by county for
most statewide and national offices. Pri-
mary election results are included down to
the county level.

Vital Statistics on American Politics provides
dozens of tables on political behavior, such
as the campaign spending of every candi-
date for Congress, their primary and final
votes, ideological ratings by various political
‘organizations, and a summary of voter reg-
istration regulations by state.

Another source of public information con-
sists of lists of organizations (e.g., business, edu-
cational, etc.) produced for general information
purposes. A researcher can sometimes obtain
membership lists of organizations. There are
also publications of public speeches given by fa-
mous people.

Secondary Survey Data. Secondary analysis is
a special case of existing statistics; it is the re-
analysis of previously collected survey or other
data that were originally gathered by others. As
opposed to primary research (e.g., experiments,
surveys, and content analysis), the focus is on
analyzing rather than collecting data. Secondary
analysis is increasingly used by researchers. It is
relatively inexpensive; it permits comparisons
across groups, nations, or time; it facilitates
replication; and it permits asking about issues
not thought of by the original researchers.
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Large-scale data collection is expensive and
difficult. The cost and time required for a major
national survey that uses rigorous techniques are
prohibitive for most researchers. Fortunately,
the organization, preservation, and dissemina-
tion of major survey data sets have improved.
Today, there are archives of past surveys that are
open to researchers.

The Inter-University Consortium for Polit-
ical and Social Research (ICPSR) at the Univer-
sity of Michigan is the world’s major archive of
social science data. Over 17,000 survey research
and related sets of information are stored and
made available to researchers at modest costs.
Other centers hold survey data in the United
States and other nations.!°

A widely used source of survey data for the
United States is the General Social Survey (GSS),
which has been conducted annually in most
years by the National Opinion Research Center
at the University of Chicago. In recent years, it
has covered other nations as well. The data are
made publicly available for secondary analysis at
a low cost (see Box 9.6).

Limitations

Despite the growth and popularity of secondary
data analysis and existing statistics research,
there are limitations in their use. The use of such
techniques is not trouble free just because a gov-
ernment agency or research organization gath-
ered the data. One danger is that a researcher
may use secondary data or existing statistics that
are inappropriate for his or her research ques-
tion. Before proceeding, a researcher needs to
consider units in the data (e.g., types of people,
organizations), the time and place of data col-
lection, the sampling methods used, and the spe-
cific issues or topics covered in the data (see Box
9.7). For example, a researcher wanting to ex-
amine racial-ethnic tensions between Latinos
and Anglos in the United States uses secondary
data that includes only the Pacific Northwest
and New England states should reconsider the
question or the use of data.
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N The General Social Survey

9.6

The General Social Survey (GSS) is the best-known
set of survey data used by social researchers for sec-
ondary analysis. The mission of the GSS is “to make
timely, high quality, scientifically relevant data avail-
able to the social science research community”
(Davis and Smith, 1992:1). It is available in many
computer-readable formats and is widely accessible
for a low cost. Neither datasets nor codebooks are
copyrighted. Users may copy or disseminate them
without obtaining permission. You can find results
using the GSS in over 2,000 research articles and
books.

The National Opinion Research Center (NORC)
has conducted the GSS almost every year since
1972. A typical year's survey contains a random
sample of about 1,500 adult U.S. residents. A team
of researchers selects some questions for inclusion,
and individual researchers can recommend questions.
They repeat some questions and topics each year,
include some on a four- to six-year cycle, and add
other topics in specific years. For example, in 1998,
the special topic was job experiences and religion,

and in 2000, it was intergroup relations and multi-
culturalism.

Interviewers collect the data through face-to-
face interviews. The NORC staff carefully selects in-
terviewers and trains them in social science
methodology and survey interviewing. About 120
to 140 interviewers work on the GSS each year.
About 90 percent are women, and most are middle
aged. The NORC recruits bilingual and minority in-
terviewers. Interviewers with respondents are race-
matched with respondents. Interviews are typically
90 minutes long and contain approximately 500
questions. The response rate has been 71 to 79
percent. The major reason for nonresponse is a re-
fusal to participate.

The International Social Survey Program conducts
similar surveys in other nations. Beginning with the
German ALLBUS and British Social Attitudes Survey,
participation has grown to include 33 nations. The
goal is to conduct on a regular basis large-scale na-
tional general surveys in which some common ques-
tions are asked across cooperating nations.

A second danger is that the researcher does
not understand the substantive topic. Because
the data are easily accessible, researchers who
know very little about a topic could make erro-
neous assumptions or false interpretations about
results. Before using any data, a researcher needs
to be well informed about the topic. For exam-
ple, if a researcher uses data on high school grad-
uation rates in Germany without understanding
the Germany secondary education system with
its distinct academic and vocational tracks, he or
she may make serious errors in interpreting
results.

A third danger is that a researcher may
quote statistics in great detail to give an impres-
sion of scientific rigor. This can lead to the
fallacy of misplaced concreteness, which occurs
when someone gives a false impression of preci-

sion by quoting statistics in greater detail than
warranted and “overloading” the details. For ex-
ample, existing statistics report that the popula-
tion of Australia is 19,169,083, but it is better to
say that it is a little over 19 million. One might
calculate the percentage of divorced people as
15.65495 in a secondary data analysis of the 2000
General Social Survey, but it is better to report
that about 15.7 percent of people are divorced.!!

Units of Analysis and Variable Attributes. A
common problem in existing statistics is finding
the appropriate units of analysis. Many statistics
are published for aggregates, not the individual.
For example, a table in a government document
has information (e.g., unemployment rate,
crime rate, etc.) for a state, but the unit of analy-
sis for the research question is the individual
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Box

9.7

Almost every country conducts a census, or a regu-
lar count of its population. For example, Australia has
done so since 1881, Canada since 1871, and the
United States since 1790. Most nations conduct a
census every 5 or 10 years. In addition to the num-
ber of people, census officials collect information on
topics such as housing conditions, ethnicity, religious
affiliation, education, and so forth.

The census is a major source of high-quality ex-
isting statistical data, but it can be controversial. In
Canada, an attempt to count the number of same-
sex couples living together evoked public debate
about whether the government should document the
changes in society. In Great Britain, the Muslim mi-
nority welcomed questions about religion in the
2001 census because they felt that they had been
officially ignored. In the United States, the measure-
ment of race and ethnicity was hotly debated, so in
the 2000 census, people could place themselves in
multiple racial/ethnic categories.

The U.S. 2000 census also generated a serious
public controversy because it missed thousands of
people, most from low-income areas with concentra-
tions of recent immigrants and racial minorities.
Some double counting also occurred of people in
high income areas where many owned second homes.
A contentious debate arose among politicians to end
miscounts by using scientific sampling and adjusting
the census. The politicians proved to be less con-
cerned about improving the scientific accuracy of the
census than retaining traditional census methods
that would benefit their own political fortunes or help
their constituencies, because the government uses
census data to draw voting districts and allocate
public funds to areas.

The Census

(e.g., “Are unemployed people more likely to
commit property crimes?”). The potential for
committing the ecological fallacy is very real in
this situation. It is less of a problem for sec-
ondary survey analysis because researchers can

obtain raw information on each respondent
from archives.

A related problem involves the categories of
variable attributes used in existing documents or
survey questions. This is not a problem if the ini-
tial data were gathered in many highly refined
categories. The problem arises when the original
data were collected in broad categories or ones
that do not match the needs of a researcher. For
example, a researcher is interested in people of
Asian heritage. If the racial and ethnic heritage
categories in a document are “White,” “Black,”
and “Other,” the researcher has a problem. The
“Other” category includes people of Asian and
other heritages. Sometimes information was col-
lected in refined categories but is published only
in broad categories. It takes special effort to dis-
cover whether more refined information was
collected or is publicly available.

Validity. Validity problems occur when the
researcher’s theoretical definition does not
match that of the government agency or organi-
zation that collected the information. Official
policies and procedures specify definitions for
official statistics. For example, a researcher de-
fines a work injury as including minor cuts,
bruises, and sprains that occur on the job, but
the official definition in government reports
only includes injuries that require a visit to a
physician or hospital. Many work injuries, as de-
fined by the researcher, would not be in official
statistics. Another example occurs when a re-
searcher defines people as unemployed if they
would work if a good job were available, if they
have to work part time when they want full-time
work, and if they have given up looking for
work. The official definition, however, includes
only those who are now actively seeking work
(full or part time) as unemployed. The official
statistics exclude those who stopped looking,
who work part time out of necessity, or who do
not look because they believe no work is avail-
able. In both cases, the researcher’s definition
differs from that in official statistics (see Box
9.8).
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Box

9.8

In most countries, the official unemployment rate
measures only the unemployed (see below) as a per-
cent of all working people. It would be 50 percent
higher if two other categories of nonemployed peo-
ple were added: involuntary part-time workers and
discouraged workers (see below). In some countries
(e.g., Sweden and United States), it would be nearly
double if it included these people. This does not con-
sider other nonworking people, transitional self-em-
ployed, or the underemployed (see below). What a
country measures is a theoretical and conceptual de-
finition issue: What construct should an unemploy-
ment rate measure and why measure it?

Categories of Nonemployed/Fully Utilized

Official Unemployment Rates versus the Nonemployed

An economic policy or labor market perspective
says the rate should measure those ready to enter
the labor market immediately. It defines nonworking
people as a supply of high-quality labor, an input for
use in the economy available to employers. By con-
trast, a social policy or human resource perspective
says the rate should measure those who are not cur-
rently working to their fullest potential. The rate
should represent people who are not or cannot fully
utilize their talents, skills, or time to the fullest. It de-
fines nonworking people as a social problem of indi-
viduals unable to realize their capacity to be
productive, contributing members of society.

Unemployed people

Involuntary part-time workers
Discouraged workers

Other nonworking

Transitional self-employed

Underemployed

People who meet three conditions: lack a paying job outside the home, are
taking active measures to find work, can begin work immediately if it is of-
fered.

People with a job, but work irregularly or fewer hours than they are able and
willing,

People able to work and who actively sought it for some time, but being un-
able to find it, have given up looking.

Those not working because they are retired, on vacation, temporarily laid
off, semidisabled, homemakers, full-time students, or in the process of mov-
ing.

Self-employed who are not working full time because they are just starting
a business or are going through bankruptcy.

Persons with a temporary full-time job for which they are seriously overqual-
ified. They seek a permanent job in which they can fully apply their skills and
experience.

Source: Adapted from The Economist, July 22,1995, p. 74.

Another validity problem arises when offi-
cial statistics are a surrogate or proxy for a con-
struct in which a researcher is really interested.
This is necessary because the researcher cannot
collect original data. For example, the researcher
wants to know how many people have been
robbed, so he or she uses police statistics on rob-

bery arrests as a proxy. But the measure is not
entirely valid because many robberies are not re-
ported to the police, and reported robberies do
not always result in an arrest.

A third validity problem arises because the
researcher lacks control over how information is
collected. All information, even that in official
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government reports, is originally gathered by
people in bureaucracies as part of their jobs. A
researcher depends on them for collecting, or-
ganizing, reporting, and publishing data accu-
rately. Systematic errors in collecting the initial
information (e.g., census people who avoid poor
neighborhoods and make up information, or
people who put a false age on a driver’s license);
errors in organizing and reporting information
(e.g., a police department that is sloppy about
filing crime reports and loses some); and errors
in publishing information (e.g., a typographical
error in a table) all reduce measurement validity.

This kind of problem happened in U.S. sta-
tistics on the number of people permanently laid
off from their jobs. A university researcher reex-
amined the methods used to gather data by the
U.S. Bureau of Labor Statistics and found an er-
ror. Data on permanent job losses come from a
survey of 50,000 people, but the government
agency failed to adjust for a much higher survey
nonresponse rate. The corrected figures showed
that instead of a 7 percent decline in the number
of people laid off between 1993 and 1996, as had
been first reported, there was no change.12

Reliability. Problems with reliability can plague
existing statistics research. Reliability problems
develop when official definitions or the method
of collecting information changes over time. Of-
ficial definitions of work injury, disability, un-
employment, and the like change periodically.
Even if a researcher learns of such changes, con-
sistent measurement over time is impossible.
For example, during the early 1980s, the method
for calculating the U.S. unemployment rate
changed. Previously, the unemployment rate
was calculated as the number of unemployed
persons divided by the number in the civilian
work force. The new method divided the num-
ber of unemployed by the civilian work force
plus the number of people in the military. Like-
wise, when police departments computerize
their records, there is an apparent increase in
crimes reported, not because crime increases but
due to improved record keeping.

Reliability can be a serious problem in offi-
cial government statistics. This goes beyond rec-
ognized problems, such as the police stopping
poorly dressed people more than well-dressed
people, hence poorly dressed, lower-income
people appear more often in arrest statistics. For
example, the U.S. Bureau of Labor Statistics
found a 0.6 percent increase in the female un-
employment rate after it used gender-neutral
measurement procedures. Until the mid-1990s,
interviewers asked women only whether they
had been “keeping house or something else?”
The women who answered “keeping house”
were categorized as housewives, and not unem-
ployed. Because the women were not asked, this
occurred even if the women had been seeking
work. Once women were asked the same ques-
tion as men, “Were you working or something
else?” more women said they were not working
but doing “something else” such as looking for
work. This shows the importance of method-
ological details in how government statistics get
created.

Researchers often use official statistics for
international comparisons but national govern-
ments collect data differently and the quality of
data collection varies. For example, in 1994, the
official unemployment rate reported for the
United States was 7 percent, Japan’s was 2.9 per-
cent, and France’s was 12 percent. If the nations
defined and gathered data the same way, includ-
ing discouraged workers and involuntary part-
time workers rates, the rates would have been 9.3
percent for the United States, 9.6 percent for
Japan, and 13.7 percent for France. To evaluate
the quality of official government statistics, The
Economist magazine asked a team of 20 leading
statisticians to evaluate the statistics of 13 na-
tions based on freedom from political interfer-
ence, reliability, statistical methodology, and
coverage of topics. The top five nations in order
were Canada, Australia, Holland, France, and
Sweden. The United States was tied for sixth
with Britain and Germany. The United States
spent more per person gathering its statistics
than all nations except Australia and it released
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data the fastest. The quality of U.S. statistics suf-
fered from being highly decentralized, having
fewer statisticians employed than any nation,
and politically motivated cutbacks on the range
of data collected.'?

Missing Data. One problem that plagues re-
searchers who use existing statistics and docu-
ments is that of missing data. Sometimes, the
data were collected but have been lost. More fre-
quently, the data were never collected. The deci-
sion to collect official information is made
within government agencies. The decision to ask
questions on a survey whose data are later made
publicly available is made by a group of re-
searchers. In both cases, those who decide what
to collect may not collect what another re-
searcher needs in order to address a research
question. Government agencies start or stop col-
lecting information for political, budgetary, or
other reasons. For example, during the early
1980s, cost-cutting measures by the U.S. federal
government stopped the collection of much in-
formation that social researchers had found
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valuable. Missing information is especially a
problem when researchers cover long time peri-
ods. For instance, a researcher interested in the
number of work stoppages and strikes in the
United States can obtain data from the 1890s to
the present, except for a five-year period after
1911 when the federal government did not col-
lect the data. (See Box 9.9 for an existing statis-
tics example.)

ISSUES OF INFERENCE AND
THEORY TESTING

Inferences from Nonreactive Data

A researcher’s ability to infer causality or test a
theory on the basis of nonreactive data is lim-
ited. It is difficult to use unobtrusive measures to
establish temporal order and eliminate alterna-
tive explanations. In content analysis, a re-
searcher cannot generalize from the content to
its effects on those who read the text, but can
only use the correlation logic of survey research

Box V : - ;
9.9 Existing Statistics, Androgynous First Names, and Collective Behavior

An androgynous first name is one that can be for ei-
ther a girl or boy without clearly marking the child’s
gender. Some argue that the feminist movement de-
creased gender marking in a child’s name as part of
its broader societal influence to reduce gender dis-
tinctions and inequality. Others observe that gender
remains the single-most predominant feature of nam-
ing in most societies. Even when racial groups or so-
cial classes invent distinctive new first names, the
gender distinctions are retained.

Lieberson and colleagues (2000) examined ex-
isting statistical data in the form of computerized
records from the birth certificates of 11 million births
of White children in the state of lllinois from 1916 to
1989. They found that androgynous first names are

rare (about 3 percent) and that there has been a
very slight historical trend toward androgyny, but
only in very recent years. In addition, parents give an-
drogynous names to girls more than to boys, and
gender segregation in naming is unstable (i.e,, a name
tends to lose its androgynous meaning over time).
The authors noted that the way parents name chil-
dren mimics a pattern of collective behavior found to
operate in another research area: the racial segrega-
tion of neighborhoods. Change in residence is un-
equal among races with less movement by the
dominant group; the less powerful group moves to
occupy areas that the dominant group has aban-
doned; and integration is unstable, with new segre-
gation reappearing after some time.
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to show an association among variables. Unlike
the ease of survey research, a researcher does not
ask respondents direct questions to measure
variables, but relies on the information available
in the text.

Ethical Concerns

Ethical concerns are not at the forefront of most
nonreactive research because the people being
studied are not directly involved. The primary
ethical concern is the privacy and confidentiality
of using information gathered by someone else.
Another ethical issue is that official statistics are
social and political products. Implicit theories
and value assumptions guide which informatijon
is collected and the categories used when gather-
ing it. Measures or statistics that are defined as
official and collected on a regular basis are ob-
jects of political conflict and guide the direction
of policy. By defining one measure as official,
public policy is shaped toward outcomes that
would be different if an alternative, but equally
valid, measure had been used. For example, the
collection of information on many social condi-
tions (e.g., the number of patients who died
while in public mental hospitals) was stimulated
by political activity during the Great Depression
of the 1930s. Previously, the conditions were not
defined as sufficiently important to warrant
public attention. Likewise, information on the
percentage of non-White students enrolled in
U.S. schools at various ages is available only
since 1953, and for specific non-White races
only since the 1970s. Earlier, such information
was not salient for public policy.

The collection of official statistics stimulates
new attention to a problem, and public concern
about a problem stimulates the collection of new
official statistics. For example, drunk driving be-
came a bigger issue once statistics were collected
on the number of automobile accidents and on
whether alcohol was a factor in an accident.

Political and social values influence deci-
sions about which existing statistics to collect.
Most official statistics are designed for top-down

bureaucratic or administrative planning pur-
poses. They may not conform to a researcher’s
purposes or the purposes of people opposed to
bureaucratic decision makers. For example, a
government agency measures the number of
tons of steel produced, miles of highway paved,
and average number of people in a household.
Information on other conditions such as drink-
ing-water quality, time needed to commute to
work, stress related to a job, or number of chil-
dren needing child care may not be collected be-
cause officials say it is unimportant. In many
countries, the gross national product (GNP) is
treated as a critical measure of societal progress.
But GNP ignores noneconomic aspects of social
life (e.g., time spent playing with one’s children)
and types of work (e.g., housework) that are not
paid. The information available reflects the out-
come of political debate and the values of offi-
cials who decide which statistics to collect.!4

CONCLUSION

In this chapter, you have learned about several
types of nonreactive research techniques. They
are ways to measure or observe aspects of social
life without affecting those who are being stud-
ied. They result in objective, numerical informa-
tion that can be analyzed to address research
questions. The techniques can be used in con-
junction with other types of quantitative or
qualitative social research to address a large
number of questions.

As with any form of quantitative data, re-
searchers need to be concerned with measure-
ment issues. It is easy to take available
information from a past survey or government
document, but what it measures may not be the
construct of interest to the researcher.

You should be aware of two potential prob-
lems in nonreactive research. First, the availabil-
ity of existing information restricts the questions
that a researcher can address. Second, the non-
reactive variables often have weaker validity be-
cause they do not measure the construct of
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interest. Although existing statistics and sec-
ondary data analysis are low-cost research tech-
niques, the researcher lacks control over, and
substantial knowledge of, the data collection
process. This introduces a potential source of er-
rors about which researchers need to be espe-
cially vigilant and cautious.

In the next chapter, we move from design-
ing research projects and collecting data to ana-
lyzing data. The analysis techniques apply to the
quantitative data you learned about in the previ-
ous chapters. So far, you have seen how to move
from a topic, to a research design and measures,
to collecting data. Next, you will learn how to
look at data and see what they can tell you about
a hypothesis or research question.
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INTRODUCTION

If you read a research report or article based on
quantitative data, you will probably find charts,
graphs, and tables full of numbers. Do not be in-
timidated by them. A researcher provides the
charts, graphs, and tables to give you, the reader,
a condensed picture of the data. The charts and
tables allow you to see the evidence collected.
When you collect your own quantitative data,
you will want to use similar techniques to help
you see what is inside the data. You will need to
organize and manipulate the data so they can re-
veal things of interest. In this chapter, you will
learn the fundamentals of organizing and ana-
lyzing quantitative data. The analysis of quanti-
tative data is a complex field of knowledge. This
chapter covers only the basic statistical concepts
and data-handling techniques necessary to un-
derstand social research.

Data collected using the techniques in the
past chapters are in the form of numbers. The
numbers represent values of variables, which
measure characteristics of subjects, respondents,
or other cases. The numbers are in a raw form,
on questionnaires, note pads, recording sheets,
or paper, Researchers reorganize them into a
form suitable for computers, present charts or
graphs to summarize their features, and inter-
pret or give theoretical meaning to the results.

DEALING WITH DATA
Coding Data

Before a researcher examines quantitative data
to test hypotheses, he or she needs to organize
them in a different form. You encountered the
idea of coding data in the last chapter. Here, data
coding means systematically reorganizing raw
numerical data into a format that is easy to ana-
lyze using computers. Researchers create and
consistently apply rules for transferring infor-
mation from one form to another.

Coding can be a simple clerical task when the
data are recorded as numbers on well-organized

recording sheets. However, it gets complex when
the data are not well organized or not originally in
the form of numbers. Researchers develop rules
to assign certain numbers to variable attributes.
For example, a researcher codes males as 1 and fe-
males as 2. Each category of a variable and miss-
ing information needs a code. A codebook is a
document (i.e., one or more pages) describing the
coding procedure and the location of data for
variables in a format that computers can use.

When you code data, it is essential to cre-
ate a well-organized, detailed codebook and
make multiple copies of it. If you do not write
down the details of the coding procedure, or if
you misplace the codebook, you have lost the
key to the data and may have to recode the data
again.

Researchers begin to think about a coding
procedure and codebook before they collect
data. For example, a survey researcher precodes
a questionnaire before collecting data. Precoding
means placing the code categories (e.g., 1 for
male, 2 for female) on the questionnaire.! Some-
times, to reduce dependence on a codebook,
survey researchers also place the location in the
computer format on the questionnaire.

If a researcher does not precode, the first step
after collecting data is to create a codebook. He
or she also gives each case an identification num-
ber to keep track of the cases. Next, the researcher
transfers the information from each question-
naire into a format that computers can read.

Entering Data

Most computer programs designed for statistical
analysis need the data in a grid format. In the grid,
each row represents a respondent, subject, or
case. A column or a set of columns represents spe-
cific variables. It is possible to go from a column
and row location (e.g., row 7, column 5) back to
the original source of data (e.g., a questionnaire
item on marital status for respondent 8). i
For example, a researcher codes survey data
for three respondents in a format for computers
like that presented in Figure 10.1. People cannot
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FIGURE 10.1 Coded Data for Three Cases and Codebook

Exerpt from Survey Questionnaire
Respondent ID Interviewer Name

Note the Respondent’s Sex: Male Female

1. The first question is about the president of the United States. Do you Strongly Agree, Agree, Disagree,
Strongly Disagree, or Have No Opinion about the following statement:
The President of the United States is doing a great job.

Strong Agree ____ Agree ____ Disagree ____ Strong Disagree ____ No Opinion

2. How old are you?

Excerpt of Coded Data

Column
000000000MMMIM122222222223333333333444 ... etc. (tens)
123456789012345678901234567890123456789012 ... etc. (ones)
01 212736302 182738274 10239 18.82 3947461 ... etc.

02 213334821 124988154 21242 18.21 3984123 ... etc.
03 420123982 113727263 12345 17.36 1487645 ... etc.
etc.

Raw data for first three cases, columns 1 through 42.

Excerpt from Codebook
Column Variable Name Description

-2 ID Respondent identification number
BLANK
Interviewer Interviewer who collected the data:

S W o

1 = Susan
2 = Xia
3 = juan
4 = Sophia
5 = Clarence
5 Sex Interviewer report of respondent’s sex
1 = Male, 2 = Female
6 Presjob The president of the United States is
doing a great job.
1 = Strongly Agree
2 = Agree
3 = No Opinion
4 = Disagree
5 = Strongly Disagree
Blank = missing information
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easily read it, and without the codebook, it is
worthless. It condenses answers to 50 survey
questions for three respondents into three lines
or rows. The raw data for many research projects
look like this, except that there may be over
1,000 rows, and the lines may be over 100
columns long. For example, a 15-minute tele-
phone survey of 250 students produces a grid of
data that is 250 rows by 240 columns.

The codebook in Figure 10.1 says that the
first two numbers are identification numbers.
Thus, the example data are for the first (01), sec-
ond (02), and third (03) respondents. Notice
that researchers use zeroes as place holders to re-
duce confusion between 1 and 01. The 1s are al-
ways in column 2; the 10s are in column 1. The
codebook says that column 5 contains the vari-
able “sex”: Cases 1 and 2 are male and Case 3 is
female. Column 4 tells us that Carlos inter-
viewed Cases 1 and 2, and Sophia Case 3.

There are four ways to get raw quantitative
data into a computer:

1. Code sheet. Gather the information, then
transfer it from the original source onto a
grid format (code sheet). Next, type what is
on the code sheet into a computer, line by
line.

2. Direct-entry method, including CATI. As in-
formation is being collected, sit at a com-
puter keyboard while listening to/observing
the information and enter the information,
or have a respondent/subject enter the in-
formation himself or herself. The computer
must be preprogrammed to accept the
information.

3. Optical scan. Gather the information, then
enter it onto optical scan sheets (or have a
respondent/subject enter the information)
by filling in the correct “dots.” Next, use an
optical scanner or reader to transfer the in-
formation into a computer.

4. Bar code. Gather the information and con-
vert it into different widths of bars that are
associated with specific numerical values,
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then use a bar-code reader to transfer the in-
formation into a computer.

Cleaning Data

Accuracy is extremely important when coding
data. Errors made when coding or entering data
into a computer threaten the validity of measures
and cause misleading results. A researcher who
has a perfect sample, perfect measures, and no
errors in gathering data, but who makes errors in
the coding process or in entering data into a
computer, can ruin a whole research project.

After very careful coding, the researcher ver-
ifies the accuracy of coding, or “cleans” the data.
He or she may code a 10 to 15 percent random
sample of the data a second time. If no coding
errors appear, the researcher proceeds; if he or
she finds errors, the researcher rechecks all
coding.

When the data are in the computer, re-
searchers verify coding in two ways. Possible code
cleaning (or wild code checking) involves checking
the categories of all variables for impossible
codes. For example, respondent sex is coded 1 =
Male, 2 = Female. Finding a 4 for a case in the
field for the sex variable indicates a coding error.
A second method, contingency cleaning (or
consistency checking), involves cross-classifying
two variables and looking for logically impossible
combinations. For example, education is cross-
classified by occupation. If a respondent is
recorded as never having passed the eighth grade
and also is recorded as being a legitimate medical
doctor, the researcher checks for a coding error.

A researcher can modify data after they are
in the computer. He or she may not use more re-
fined categories than were used when collecting
the original data, but may combine or group in-
formation. For example, the researcher may
group ratio-level income data into five ordinal
categories. Also, he or she can combine informa-
tion from several indicators to create a new
variable or add the responses to several ques-
tionnaire items into an index score.
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RESULTS WITH ONE VARIABLE

Frequency Distributions

The word statistics can mean a set of collected
numbers (e.g., numbers telling how many peo-
ple live in a city) as well as a branch of applied
mathematics used to manipulate and summa-
rize the features of numbers. Social researchers
use both types of statistics. Here, we focus on the
second type—ways to manipulate and summa-
rize numbers that represent data from a research
project.

Descriptive statistics describe numerical data.
They can be categorized by the number of vari-
ables involved: univariate, bivariate, or multi-
variate (for one, two, and three or more
variables). Univariate statistics describe one vari-
able (uni- refers to one; -variate refers to vari-
able). The easiest way to describe the numerical
data of one variable is with a frequency distribu-
tion. It can be used with nominal-, ordinal-, in-
terval-, or ratio-level data and takes many forms.
For example, I have data for 400 respondents. I
can summarize the information on the gender
of respondents at a glance with a raw count or a
percentage frequency distribution (see Figure
10.2). I can present the same information in
graphic form, Some common types of graphic
representations are the histogram, bar chart, and
pie chart. Bar charts or graphs are used for dis-
crete variables. They can have a vertical or hori-
zontal orientation with a small space between
the bars. The terminology is not exact, but his-
tograms are usually upright bar graphs for inter-
val or ratio data.

For interval- or ratio-level data, a researcher
often groups the information into categories.
The grouped categories should be mutually ex-
clusive. Interval- or ratio-level data are often
plotted in a frequency polygon. In it the number
of cases or frequency is along the vertical axis,
and the values of the variable or scores are along
the horizontal axis. A polygon appears when the
dots are connected.

Measures of Central Tendency

Researchers often want to summarize the infor-
mation about one variable into a single number.
They use three measures of central tendency, or
measures of the center of the frequency distribu-
tion: mean, median, and mode, which are o